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Chapter 1

Introduction

1.1
Background

Parking In the Marina (PIM) is a real life problem in the Port of Singapore Authority (PSA). Given a limited area with buoys, the main objective is to park as many ships as possible into the area and to reduce fragmentation when the ships leave. Further investigations into the problem show that limited research have been done on it. Our emphasis of this project is to do a detailed study of this problem and to apply some techniques from other area of research on it.

1.2
Parking in the Marina

Ships that arrive in a marina must first state their departure time. These ships will then be assigned buoys in the marina. Being tied to the buoy, a ship will spin around the buoy forming a circle. The size of the circle will depend on the size of the ship. To prevent collision, circles that are formed by ships in the marina must not overlapped. In order to achieve maximum profit, space in the marine must be utilised fully to accept as many ships as possible. Ships that could not be parked into the marina when it arrive will depart immediately.

Due to the facts that the arrival time of the  ships is not known in advanced, it is impossible to do a optimal allocation for these ships. However, it is hope that with good allocation strategy, it possible to do a near optimal allocation for ships that comes in.
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1.2.1
Assumptions of Problem

Figure 1:Simplified Situation In The Marina

As we are currently not aware of the actual situation at PSA, assumptions have  to be made on the problem for theoretical study.  We assume that the buoys are laid out in a square marina of size (N+1) by (N+1). There are altogether N​2  buoys in the marina and they are also laid out in a square. Distance between adjacent rows or columns is assumed to be 1 unit and buoys at the four sides side are 1 unit from the border of the marina. Physical movements like how a ship can move to a certain buoy are ignored.

1.3
Overview of Project

Due to the fact that buoys allocation is a new research area, a considerable amount of time was spent on literature search. Some of the areas that we touched on include bin-packing algorithms, job shop scheduling, memory allocation, on-line task systems and data mining. Although none of these could be directly applied to the problem, some techniques were modified from them and applied to the problem.

Beside literature search, efforts were also made to analyse the problem at hand. As a result, we proved that off-line buoy allocation is a NP-complete problem. At the same time, we also estimate a bound on the performance of an on-line buoy allocation algorithm.

In order to facilitate better understanding of PIM, a one dimensional case of the problem PIM1D was formulated. Using branch and bound technique, the off-line optimal allocation was computed for simulated ships. This optimal allocation was studied to extract some heuristic for on-line allocation. Established  heuristics like First Fit and Best Fit were also investigated for PIM1D. Data mining techniques were also applied to the problem.

Having tested some of the techniques on PIM1D, some of them are then modified to be applied on PIM. Though result from these techniques are not, we believe that some of them could still be improved and may become important techniques for solving other problem in the future.

1.4
Report Outline

The rest of this report is organised as follow. Chapter 2 gives a more detailed analysis on PIM. This includes a NP-Completeness proof of PIM and a theoretical bound on the performance of on-line buoys allocation. In Chapter 3, we have a closed look at PIM1D and the performance of the heuristics that we applied to it. PIM itself will be discussed in Chapter 4. In the concluding chapter, we will give a summary of our project findings and contributions and finally some ideas for future research and enhancement were described.

Chapter 2

Problem Analysis

2.1
NP-Completeness of Off-line Buoys Allocation







Figure 2:The MAXCYLINDER Problem

To prove the NP-Completeness of off-line buoys allocation, we first formulate PIM into the MAXCYLINDER problem as shown in Figure 2  which is defined as follow:

We have a 3-dimensional space with height, T and N by M axles fixed at regular interval  d,  a set of cylinders, C={c1​​ ,…, cn) in which each cylinder ci  is defined by a 4-tuple, (Begin, Height, Radius, Value ) where 


Begini  : Distance that the cylinder must be from the top of the space


Heighti : Height of cylinder


Radiusi : Radius of cylinder


Valuei   : Value of the cylinder,

Given a value V,  do there exist a subset C’ of  C such that (Ci(C’ valuei  > V, and all elements of C’ can be fitted into the given space with the centre of each cylinder coinciding with one of the axles ?

The above problem is obviously in NP as we can arbitrarily choose an arrangement and test whether the total value of the accepted cylinder is greater than V. Next we want to prove that the KNAPSACK problem can be reduced to the MAXCYLINDER problem. The KNAPSACK problem which is a well known NP-Complete problem is defined as follow: 

We have a set of object A={a1,….,an }, let size(ai)((  denote the size of  ai and value(ai )((  denote the value of ai . Given two value L and K, do there exists a subset A’ of A such that (a(A’ size(a)< L and (a(A’ value(a)>K ?
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Figure 3: Reducing KNAPSACK to MAXCYLINDER

To reduce KNAPSACK to MAXCYLINDER, we first let T=1, d=½, M=L*2-1 and V=K (See Figure 3). Then for each ai(A, we create a corresponding cylinder ci =(0,1, size(ai)/2, value(ai)). If this instance of MAXCYLINDER answer yes, then it mean that there exist C' such that (Ci(C’ vi  > V,  and since all the cylinder can be fitted into the space, it mean that  ( Ci(C’ (sizei *2) < L*2-1. Thus the corresponding ai of those cylinder in C' will form a set A' such that  (a(A’ size(a)< L and (a(A’ value(a)>K. On the other hand, if KNAPSACK answer yes, the corresponding cylinders that are form from element in A' will formed C' such that MAXCYLINDER answer yes. Hence MAXCYLINDER is NP-complete.  
2.2
Estimating Performance Bound

Unlike bin packing problem in which object will stay after it is pack, the object in PIM problem will leave after some time. This property makes the analysing of the performance bound difficult. To remove the property, let us imagine we have a few sets of ships such that ship inside the same set will have the same leaving time and number of ship in each set is just enough to fill up the marina. With this, our problem becomes a bin packing problem for each set of ship. Most online bin packing heuristics for one dimension have an worst case asymptotic bound of 1.7 times of optimal packing (Dorit, 1997). For two dimensional case, the worst case asymptotic bound for online packing of square is 2 times the optimal packing (Coffman, Garey and Johnson, 1984). From this, we estimated that the worst  case asymptotic bound for PIM1D will be lower than 1/1.7= 0.588 and the worst case asymptotic bound for PIM will be lower than 0.5 .

Chapter 3

Heuristics for PIM1D

3.1
PIM1D





Figure 4:PIM1D

PIM1D is the special case of PIM with one row of buoys only (See Figure 4). 

Working with this special case allow us to analyse the situation in the marina easily by plotting the state of the buoys again time (see Fig 6).   This figure resembles that of a memory allocation diagram which prompt us to look into some literature for memory allocation. From there we adopt First Fit Allocation (FFA) and Best Fit Allocation(BFA) as two of the heuristic that will be use for our problem. We also come up with an algorithm that apply branch and bound search for the optimal off-line solution . By comparing the allocation of FFA, BBA and the optimal solution we 
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Figure 5: Allocation of Buoys With Respect To Time
derived 2 heuristics that we think will improve the result. As a whole, PIM1D provided us an more in-depth knowledge of PIM and act as a testing area for developing our algorithms. 

3.2 Measurement Of Performance

To measure the performance of any scheduling algorithm, a measurement of performance must be chosen. For PIM1D, the profit of accepting a ship is computed as radius*2*duration which is actually directly proportional to the area it occupy in Figure 5. To measure the performance of a scheduling algorithm, we sum up the profits of the ships that it managed to park into the marina. This measurement of performance is reasonable as we will expect the profit of parking a ship to have a relation to the space it occupied and the length of time it stay.

3.3 Off-line Optimal Allocation

The off-line optimal allocation was computed using the branch and bound technique.  The allocation was then analysed to try to identity some properties for designing heuristics. The algorithm for planning the optimal scheduling can be described in three phases:

Phase I: Estimating A Lower Bound Performance

This can be done by using FFA or BBA on incoming ships, let total profit gain from applying FFA or BBA be LP .

Phase II: Estimating Maximum Profit From Any Level Of Search Onwards

To understand how this is done, we must make the following definition:

 Definition 1

 An arrival event refers to the arrival of a ship to the marina.

Definition 2

 A departure event refers to the departure of a ship to from the marina.

Definition 3

 A time sector refers to the period of time between two consecutive events.

To give a better understanding in the definition of a time sector(TS), we will use Figure 6  to illustrated.


      TS1   TS2   TS3
       TS4
                        TS5                      TS6    


Ship 1


Ship 2


Ship 3

Figure 6: Definition Of A Time Sector

The figure above gives us 6 time sectors TS1-TS6. Each time sector corresponds to a level of search for the optimal allocation. From definition 3, it can be seen that the status of the marina does not change within a time sector.  A ship is said to overlap with a time sector if it is present during the time sector. For example in Figure 6, ship 3 is overlapping with TS2-TS6. Let 

Ti =the duration of time sector TSi 

S  =size of the marina 

N  =number of buoys in the marina. 

R  =sum of the radius of the N largest ships that overlapped  with TSi.

The maximum profit achievable, MPi in any time sector TSi can be computed as the minimum of 


1) Ti * S
2) Ti * 2 * R 

Hence, we could estimate the maximum profit after a search level n to be (Pi  where Pi  are the profit of time sector TSi  and i>n .

Phase III: Doing the Actual Search

The algorithm that do the actual searching for optimal allocation is shown in function GetOptimal below:
Function GetOptimal(event_number, profit_so_far)

{  if no more event
   {if  (profit>Lp)

        {    Lp=profit;



Save Allocation


  }

    }

    else

    if arrival event
    {
for all buoys do


{ if buoy can accept ship entering


  {
allocated buoy to ship


   
GetOptimal(event_number + 1, profit_so_far + profit from ship)


   }


}


if no buoys can accept


{ if  (profit_so_far + MPI) > Lp


GetOptimal(event_number + 1, profit_so_far )


}

    }

    else

    if departure event
    { free buoy


if  (profit_so_far + MPI) > Lp


GetOptimal(event_number + 1, profit_so_far )

     }

}

Function Main

{  Estimate Lp

      Calculate all MPi
    GetOptimal(0,0)

}


Algorithm 1: Finding Off-line Optimal Allocation

Although branch and bound technique is applied to reduce the search time, the running time of the above algorithm remain exponential. Hence it is not feasible to find the optimal allocation for a large number of ships.

3.4 FFA & BFA

As two of the established heuristics for memory allocation, FFA and BFA become natural choice for solving PIM1D. Besides being possible heuristics for solving the problem, FFA and BFA are use as standard of comparison for further heuristics. 

Although there are similarities between PIM1D and memory allocation problem, FFA and BFA cannot be applied to PIM1D like they applied to memory allocation. In memory allocation, FFA will assign the first hole in the memory which could fit the requirement, however in PIM1D a hole that fit the diameter of the ship may not be able to accept the ship. For example in Figure 7, although there is a hole of 3 units , a ship with diameter 3 units will not be able to fit into the hole because the ship must be tied to a buoy. This situation also applied to BFA.




Figure 7: A Hole Of 3 Units Unable to Accept A Ship Of Diameter 3 Units

Keeping this in mind, we define maximum_radius for each buoy to assist us in implementing FFA and BFA for PIM1D. The maximum_radius of a buoy is the maximum size of a ship that can be tied to that buoy. A buoy that is already occupied or covered by the ship of a neighbouring buoy will have a maximum_radius of 0. Thus for FFA, the first buoy with maximum_radius bigger than the size of the ship will be allocated to the ship. BFA on the other hand will chose the buoy from the best fit space and have maximum_radius that best fit the size of the ship :

3.5 Heuristic 1


Figure 8: Analysing Of Future Marina State

Heuristic 1 was designed to improve on one possible short coming of FFA and BFA, that is their failure to make full use of the information that is available. Both FFA and BFA only consider the present state of the marina. However since we know the departure time of the ships in the marina, it may help if we also analyse the state of the 

marina as ships depart. To do so, the concept of time sector comes into play again. 

Referring to Figure 8, when Ship 4 arrived, it causes four time sectors TS1-TS4 to be formed. Ship 4 is put at all possible buoys and a virtual profit is calculated for each of the possible buoy using algorithm 2.

virtual profit=0

for each time sector TSi do

{
while there is free buoy do


{
let the buoy with highest maximum_radius be buoy j



let maxsize=maximum_radius of buoy j



create a imagery ship with size= maxsize



allocated buoy j to imagery ship 



update maximum_radius for all buoys



virtual profit = virtual profit + maxsize*2*duration of TSi


}

}

Algorithm 2: Algorithm to Calculate Virtual Profit


 B1
    B2
B3
  B4     B5
B6
  B7
    B8     B9    

Figure 9: Allocating Buoy 4 to Ship 3

The buoy that have the maximum virtual profit when it is allocated to Ship 4 will then be the chosen buoy. To see how virtual profit can be used to distinguish between a good and bad allocation, we shall refer to Figure 10 and Figure 9. When buoy 5 is 

allocated to Ship 3 in Figure 10, the virtual profit is 4*d and there is no wasted space. 



 B1
    B2
B3
  B4     B5
B6
  B7
    B8     B9    

Figure 10: Allocating Buoy 5 to Ship 3

On the other hand if Buoy 4 is allocated to Ship 3, the virtual profit is only 2*d with wasted space of 2*d, hence it can been seen that more virtual profit will mean lower wasted space. In a general sense, Heuristic 1 does an optimistic estimation of the further profit and assigns buoy that provides the highest estimation.

3.6 Heuristic 2 

The concept of virtual profit in Heuristic 1 is an optimistic estimation of future profit. However, a high virtual profit does not necessarily mean a low fragmentation level. For example in Figure 10, if buoy 3 is allocated to Ship 3, the virtual profit remains the same although the fragmentation level decrease. 

In view of this, Heuristic 2 is designed to choose the buoy that will accept largest ship in each time sector. The algorithm is as follow:


HighestProfit=0


BestBuoy= -1

for each possible buoy , j do


{ assume ship park at buoy j


   profit=0


   for each time sector TSi do


   { let size = highest maximum_radius among all buoys


      profit = profit + size * duration of time sector TSi


    }

 
    if profit>HighestProfit


    {
HighestProfit = profit



BestBuoy = j


    }


}


park ship at buoy j


Algorithm 3: Parking Ships Using Heuristic 2
Using such a heuristic for allocation, the probability of a big ship being rejected is expected to be reduced.

3.7 Applying Data Mining Technique

3.7.1 Classification - A Data Mining Technique

Both Heuristic 1 and Heuristic 2 were designed by observing how the optimal off-line scheduling algorithm allocated buoys according to the state of the marina. However the process of trying to spot rules in the optimal scheduling is tedious and the solution is not adaptive to change in the trend of arriving ships. With data mining technique, the solution can become adaptive and the task of spotting rules can be automated.

Classification, which involves finding rules that partition a given data set into disjoint groups is the data mining technique that is applied in the project. To have a better understand of what is classification, we shall look at an example which appear in  Quinlan(1986). The objects to be classified were Saturday mornings which must be classified into class N=(Saturday morning unsuitable for some unspecified activity) and or P=( Saturday morning suitable for the same unspecified activity). The attributes to describe a Saturday are:

 
outlook, with value {sunny, overcast, rain}


temperature, with value {cool, mild, hot}


humidity, with values {high, normal}


windy, with value {true, false}

The other ingredient is a training set of objects whose class is known (see). From this training set, a classification rule must be extracted to classify further Saturday in which 

	No.
	Attributes
	Class

	
	Outlook
	Temperature
	Humidity
	Windy
	

	1
	sunny
	hot
	high
	false
	N

	2
	sunny
	hot
	high
	true
	N

	3
	overcast
	hot
	high
	false
	P

	4
	rain
	mild
	high
	false
	P

	5
	rain
	cool
	normal
	false
	P

	6
	rain
	cool
	normal
	true
	N

	7
	overcast
	cool
	normal
	true
	P

	8
	sunny
	mild
	high
	false
	N

	9
	sunny
	cool
	normal
	false
	P

	10
	rain
	mild
	normal
	false
	P

	11
	sunny
	mild
	normal
	true
	P

	12
	overcast
	mild
	high
	true
	P

	13
	overcast
	hot
	normal
	false
	P

	14
	rain
	mild
	high
	true
	N


Table 1: A Small Training Set

the class is unknown. The rule can be represented by building a classification tree or be hidden in a neural network. 

In the context of our project, the attributes to describe a situation include the status of the buoys, the size of the incoming ship, the duration of the stay and the time of arrival of the ship. The class to be classified to is actually the buoy to be allocated to the incoming ship. A training set of objects can be generated from ships that arrive in the past. . We will go into more detail in the following sections.

3.7.2 Overview of Methodology







Figure 11: Overview of Data Mining Methodology

Figure 11 give an overview of how data mining technique can be applied in allocating buoy. Ships that arrive in the marina will first provide information on its size and how long it stays. Information of these ships is stored in a database. A classification rule is then extracted from the database and used for allocating buoy for future ships that come into the marina. The extraction of rule from the database can be done periodically to adapt the classification rule to the change in the arrival trend of the ships. 

While data mining have been given a lot of attention lately,  its application have mostly been limited to extracting rules and pattern to assist decision makers. The application of data mining in our project is an attempt to do something different from this normal application. It is an attempt to do online resource allocation with data mining technique. Given time, this methodology could become an important technique for online problem.

3.7.3 Generating Training Data 

Unlike the “Saturday” example given earlier, information of ships in the database cannot be directly process to extract the classification rule. Instead an off-line optimal allocation must first be done on these ships. As the off-line optimal allocation algorithm that we have developed have a exponential running time. It is not possible to compute an optimal allocation for too many ships. This will mean that the training set may become too small. 





Figure 12: Local Optimal Search of Up To 4 Levels

To overcome this problem, a local-optimal algorithm is used instead of the optimal one. In this local-optimal algorithm, branch and bound technique is still applied but 

the search for optimal answer is limited to go down to a certain number of levels. The best answer for this local search is then accepted and use as the initialising state for the next local search (See Figure 12). The performance of such an algorithm is found to be better than any of the online algorithms that are used so far.

Function MakeRecord(Array of Ship)


{  /* Input: All Ships Which Are Allocated Buoys Using Local Optimal Search */


   /*  Output  : Training Data Set   */



for i=0 to NUM_BUOY-1




Buoy[i]=0;



sort events in order of time

             if arrival event



             { for all ship in marina do



   { staytime= departure_time – present time



      for all buoy j covered by ship





B[j] = staytime









    }



    let size =  radius of arriving ship * 10



    let duration= length of ship stay



    let class= buoy allocated to arriving ship



    output  (B[0..NUM_BUOY-1], size, duration, present time, class)



 }



else if departure event 


{
free buoy occupied



}


}

Algorithm 4: Generating Training Data  from Local Optimal Scheduling
Having found a good allocation for the ships in the database, the training data set is 

generated with algorithm 4. Given that the set of ships that arrive are the same as those in Figure 5, the training data set that will be formed by Algorithm 4 will be the same as Table 2.  In the training set, attributes B0 to B15 represent the duration of time that each individual buoy will be unusable as from the time of arrival of the ship, attribute 

	B0
	B1
	B2
	B3
	B4
	B5
	B6
	B7
	B8
	B9
	B10
	B11
	B12
	B13
	B14
	B15
	Arrival

Time
	Size
	Duration
	Class

	    0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   4
	   8
	  12
	   0

	   11
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   5
	  14
	  15
	   3

	   10
	   0
	  14
	  14
	  14
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   6
	  20
	  14
	  14

	    9
	   0
	  13
	  13
	  13
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	  13
	  13
	  13
	  13
	   7
	  36
	  15
	   8

	    8
	   0
	  12
	  12
	  12
	  14
	  14
	  14
	  14
	  14
	  14
	  14
	  12
	  12
	  12
	  12
	   8
	  24
	  16
	  -1

	    2
	   0
	   6
	   6
	   6
	   8
	   8
	   8
	   8
	   8
	   8
	   8
	   6
	   6
	   6
	   6
	  14
	  18
	  18
	  -1

	    1
	   0
	   5
	   5
	   5
	   7
	   7
	   7
	   7
	   7
	   7
	   7
	   5
	   5
	   5
	   5
	  15
	  10
	  14
	  -1

	    0
	   0
	   4
	   4
	   4
	   6
	   6
	   6
	   6
	   6
	   6
	   6
	   4
	   4
	   4
	   4
	  16
	   8
	  13
	   0

	   12
	   0
	   3
	   3
	   3
	   5
	   5
	   5
	   5
	   5
	   5
	   5
	   3
	   3
	   3
	   3
	  17
	  30
	  18
	  -1

	   10
	   0
	   1
	   1
	   1
	   3
	   3
	   3
	   3
	   3
	   3
	   3
	   1
	   1
	   1
	   1
	  19
	  18
	  18
	  -1

	    5
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	  24
	  28
	  16
	   8

	    3
	   0
	   0
	   
	   0
	   0
	  14
	  14
	  14
	  14
	  14
	   0
	   0
	   0
	   0
	   0
	  26
	  18
	  11
	  13

	    0
	   0
	   0
	   0
	   0
	   0
	  11
	  11
	  11
	  11
	  11
	   0
	   8
	   8
	   8
	   0
	  29
	  36
	  13
	  -1

	    0
	   0
	   0
	   0
	   0
	   0
	  10
	  10
	  10
	  10
	  10
	   0
	   7
	   7
	   7
	   0
	  30
	  26
	  15
	   2

	   12
	  12
	  12
	  12
	  12
	   0
	   7
	   7
	   7
	   7
	   7
	   0
	   4
	   4
	   4
	   0
	  33
	  16
	  11
	  -1

	   11
	  11
	  11
	  11
	  11
	   0
	   6
	   6
	   6
	   6
	   6
	   0
	   3
	   3
	   3
	   0
	  34
	   6
	  19
	  -1

	    8
	   8
	   8
	   8
	   8
	   0
	   3
	   3
	   3
	   3
	   3
	   0
	   0
	   0
	   0
	   0
	  37
	  14
	  10
	  14

	    7
	   7
	   7
	   7
	   7
	   0
	   2
	   2
	   2
	   2
	   2
	   0
	   0
	   9
	   9
	   9
	  38
	  20
	  12
	  -1

	    2
	   2
	   2
	   2
	   2
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   0
	   4
	   4
	   4
	  43
	  36
	  18
	   9

	    1
	   1
	   1
	   1
	   1
	   0
	  17
	  17
	  17
	  17
	  17
	  17
	  17
	   3
	   3
	   3
	  44
	   2
	  17
	   5


Table 2: Training Data Set Generated By Algorithm 4 For Ships In Figure 6

Arrival Time is the time of  arrival of the ship,  Size is the radius of the ship multiply by ten ( to convert it to a whole number)  and Duration represent how long the arriving ship is going to stay.  Class represent the buoy that is allocated to the incoming ship, if there is no space for the ship, then the Class of the data record will be –l. As an example, the fourth data record in Table 2 will mean the following:

Buoy 0 is unusable for the next 9 hours,

Buoy 12, 13, 14 and 15 is unusable for the next 13 hours,

At time 7, a ship with radius 3.6  unit arrives and intends to stay for 15 hours,

With the above situation, buoy 8 was allocated to the ship for good performance.

3.7.4 Mining The Training Data Set – C4.5

Having generated the training data set, a classification algorithm must be adopted to extract the classification rule from the data set. Due to time constraint, a ready make classifier C4.5 by Quinlan, Morgan and Mateo(1993) was used to build a classification tree from the training data.

3.7.5 Using The Classification Rule 

Having built the classification tree, the next step is to use it. To achieve that aim,  the source code of C4.5 was analysed and  appropriate data structure and functions be extracted from it. In order to use the classification tree, status of the marina must be maintained. When a ship arrives in the marina, the status of the marina together with the arriving ship’s information is stored in a data structure and passed to the corresponding function in C4.5. The function will follow the classification tree and return the class of the information that is passed to it. 

The other issue to be addressed is the classification of ship to invalid buoy. The buoy that is derived using the classification rule may not be able to accept the arriving ship. When this happened, FFA will be applied .

3.8
Comparison of Performance

Due to the fact that actual data is unavailable, simulated data must be derived as to compare the different heuristics that is designed for PIM1D. The parameters use for doing the simulation are:

Number of buoys = 16
Number of ships =1000
Arrival rate = 4/9 ship per hour

Minimum duration of stay = 10 hours

Maximum duration of stay =20 hours

Minimum radius of ship = 0.2 unit

Maximum radius of ship = 3.8 units

Using the above parameters, 20 simulations are done using 20 different random seeds. The performance of the different method is shown in Table 3.

In addition to the various heuristics, a random allocation is also done on the simulated ship. The purpose of doing so is to make sure that there is actually improvement in the performance due to these heuristics. From the table, we can see that Heuristic 2 have the highest average profit. 

To further analyse the performance, we plot a line graph for all the heuristics (Figure 12). The line graph once again show that Heuristic 2 always perform better than other heuristics, although it is only better by about 4%. Other heuristics on the other hand is 

always better than random allocation meaning that they do have an effect on the performance. Having developed some heuristics for PIM1D, we will now apply some them on PIM in the next chapter.

	Random Seed
	Heuristic 1
	Heuristic 2
	BFA
	FFA
	Data Mining
	Random

	0
	22955.20
	24483.20
	23278.00
	23117.60
	22939.60
	21527.20

	1
	23448.00
	24452.40
	23592.40
	23526.80
	23388.80
	21710.00

	2
	22845.20
	23883.60
	23085.20
	23242.80
	22652.40
	21388.40

	3
	22322.80
	24166.00
	23594.80
	23597.20
	22544.00
	21321.20

	4
	22844.40
	24078.80
	22936.40
	23092.40
	22972.00
	21168.80

	5
	22701.60
	24125.60
	22881.60
	23356.80
	22403.20
	21361.20

	6
	22755.60
	23759.60
	23332.80
	23272.80
	22691.20
	22012.40

	7
	22906.00
	23687.20
	23048.80
	23277.20
	22922.80
	20471.60

	8
	22948.00
	24168.40
	23191.20
	23437.60
	23286.40
	21620.40

	9
	22188.80
	23980.00
	22735.20
	22823.60
	22559.60
	21675.20

	10
	22147.60
	23941.20
	22733.60
	22718.00
	22730.00
	21110.40

	11
	22700.00
	24017.60
	22733.60
	22922.00
	22541.60
	21494.80

	12
	22514.00
	23948.80
	22618.00
	23415.20
	21966.00
	21081.20

	13
	22998.00
	23987.60
	23359.60
	23210.40
	22901.60
	21820.00

	14
	22669.60
	23517.60
	23021.60
	22536.00
	22057.20
	21130.80

	15
	22011.20
	24343.20
	23324.80
	22712.80
	22256.80
	21402.00

	16
	22412.00
	23431.60
	23022.40
	22639.60
	22672.80
	21205.60

	17
	22748.00
	24052.00
	23435.60
	23352.40
	22826.40
	21092.40

	18
	22580.00
	24010.00
	22307.60
	22789.60
	22272.40
	20831.60

	19
	22232.80
	23650.80
	22752.00
	23058.00
	22403.60
	21596.40

	Average 
	22646.44
	23984.26
	23049.26
	23104.94
	22649.42
	21351.08


Table 3: Performance of Various Heuristics

Figure 13 : Comparison of Various Heuristics for PIM1D



Chapter 4

Heuristics for PIM

4.1 From One Dimension to Two Dimensions

While most of the concept in PIM1D can be brought over to PIM. There are certain concept and heuristics that become unusable or need to be modified. We will now look at some of them here .

4.1.1 Performance Measurement

With the increase in dimension, the performance measurement becomes the volume of the cylinder rather than the area of the rectangle in Figure 5. Note that this will mean than the radius of the ship will be more important than the duration in calculating profit. For example a ship with radius=2 and duration=10 will give more profit than a ship with radius=1 and duration =20. In PIM1D, these two ships will be the same.

In according to the change, the virtual profit for Heuristic 1 is calculated as maximum_radius2  * duration * (. This approach is also implemented for Heuristic 2. The attribute for applying data mining is also changed, instead of using radius of enter ship as the attribute, we use the square of the radius of the entering ship.

4.1.2 BBA

In two-dimensional space, it is not possible to clearly define the shape of the free region. Hence it is not possible to implement BBA in two dimensional case.

4.1.3 Implementation of FFA




Figure 14: “Bottom Left” vs “Left Bottom” Approach

There were two possibilities for implementing FFA in two dimensions. The “bottom left” approach and “left bottom” approach (See Figure 14).  The first approach will push the ship to the most extreme left and then try push it as low as possible. The second approach will however go as low as possible before moving to the extreme left. As the marina is assume to be a square, both the approach will the same result and the “bottom left” approach was arbitrary chosen.

The above are the changes that were done to convert the heuristics from PIM1D to PIM. 

4.2 Comparison of Result

In order to compare the performance of the various heuristics in PIM,  synthetic data was generated once again with the following parameters:

Number of buoys = 5 * 5  = 25 
Number of ships =1000
Arrival rate = 1/3 ship per hour

Minimum duration of stay = 10 hours

Maximum duration of stay =20 hours

Minimum radius of ship = 0.1unit

Maximum radius of ship = 1.9 units


 The performance by various heuristics are show in Table 4.

	Random Seed
	First Fit
	Heuristic 1
	Heuristic 2
	Data Mining
	Random

	0
	24595.04
	18686.88
	24683.05
	23743.12
	21272.89

	1
	23674.04
	17879.87
	24195.17
	23590.43
	21453.91

	2
	23830.57
	18584.34
	25542.30
	24434.72
	21045.12

	3
	23379.97
	17400.15
	24760.15
	23757.01
	22113.58

	4
	24001.05
	17857.09
	24801.45
	23665.08
	21836.31

	5
	23890.14
	17625.62
	24785.26
	23364.72
	21772.51

	6
	23354.23
	17354.15
	23734.95
	22959.88
	21240.96

	7
	24492.87
	18369.17
	25464.91
	24620.31
	21450.38

	8
	24303.96
	18267.08
	25145.04
	23496.65
	21341.25

	9
	24847.57
	17140.19
	25888.87
	24911.33
	21017.86

	10
	24319.58
	18585.03
	24647.13
	24544.64
	21486.24

	11
	23460.54
	18440.41
	24683.35
	22971.07
	20699.79

	12
	24024.34
	18354.04
	24881.08
	24323.72
	22434.33

	13
	24130.62
	17526.80
	25147.13
	23982.88
	22118.73

	14
	24597.28
	18555.25
	25680.83
	24325.69
	20515.83

	15
	23409.80
	18117.31
	24352.12
	23270.08
	21299.50

	16
	23607.09
	18516.32
	24809.00
	23554.27
	21205.44

	17
	24984.24
	17393.65
	25354.65
	24713.68
	21177.97

	18
	24291.39
	18112.63
	25395.97
	24262.20
	20927.84

	19
	23123.92
	18129.98
	23891.92
	23000.85
	21140.09

	Average
	24015.91
	18044.80
	24892.22
	23874.62
	21377.53


Table 4: Performance of Various Heuristics for PIM

Figure 15: Comparison of Various Heuristics for PIM


The performances of various heuristics are once again plotted on the line graph. As can be seen from Figure 15, Heuristic 2 still have the best performance among them. Heuristic 1 on the other hand has deteriorated to worst than randomly assigned. Further investigation into its allocation show that it places ships at the centre of marina to increase its virtual profit. Thus we can see that the concept of virtual profit break down in PIM. 

FFA and the data mining methodology give close performance to each others. They still perform significantly better than the randomly assigned one.

 Chapter 5

Conclusion











5.1 Problems Encounter

The greatest problem encounter in this project was the lack of literatures. The research area of the problem at hand could not be identified and hence there is no guideline as to how to solve the problem or what to do next for the project. However, it must also be stressed that it is exactly this nature of the project that make it interesting and challenging.

The lack of information on the actual situation in the PSA was another problem that is encountered. Without knowing the actual situation, assumptions have to make and it is not known whether these assumptions are sound and applicable to the actual situation.

Finally, as the offline version of the problem is NP complete, computation for the optimal solution take excessively long time. For large number of ships, it is impossible to compute the optimal solution within reasonable time. This not only delays the progress of the project, but also makes performance measure like competitive analysis impossible.

5.2 Contribution

In this project, the problem of buoy allocation is studied a better understanding of the problem is gained. Various heuristics that might be applicable for buoys allocation are implemented and their results are compared. From these, we have some idea of what heuristics is good for buoys allocation.

We produce a general methodology of applying data mining for solving online problem. Though the methodology does not produce significant better result than the rest of the heuristics in the buoys allocation problem, it may give better result for other online problem.

5.3 Future Enhancement

We wish to suggest the following for future enhancement:

1) As the testing of our solution methods on buoys allocation is far from complete, we should try to get some real data from the PSA to complete this phase.

2) The simulation of the ships can be improved. So far the simulation of each ship is done by randomly generate the following attributes of the ship:

a) size, s

b) arrival time, a

c) departure time, d

A better simulation can be done by randomly generating the following attributes for each ship:

a) size, s

b) minimum length of stay, marinamin
c) maximum length of stay, marinamax 

d) minimum time spend in the sea, seamin
e) maximum time spend in the sea, seamax
With the above attribute, a ship can either be out in the sea or park in the marina. When it go to the sea, a random number between seamin and seamax  is generated and the ship will stay in the sea for that amount of time. It will then arrive at the marina and stay for a random time between marinamin and marinamax . Ships that could not be accepted into the marina is assumed to stay in other marina and return to sea at the end of their stay. This simulation will be a better simulation than what is done during the project.

3) In our project, the task of extracting classification rules is done by using the decision tree method. Other methods such as using neural network to extract the classification rules should also be implemented and test.
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C4.5 :  Programs for Machine Learning.
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