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ABSTRACT
Copy detection is an important component of digital rights man-
agement and can be implemented using a retrieval-based approach.
Under this approach, a query image, suspected to be a copy, is com-
pared against all the images in the owner database. The comparison
is done based on a distance metric in feature space. The perfor-
mance of such a system depends on the mutual separation of the
feature representation of the images in the database. In this paper
we propose a framework that increases this mutual separation by
literally shifting them away from each other. The idea of modifying
the features derives its inspiration from the field of watermarking.
It is also important to make sure that the semantics of the images
do not change after modification. Thus the focus of this paper is
on how to modify the images in the database, so that the mutual
separation between the images in feature space is above a certain
threshold and the distortion induced is minimized. This problem
can be formulated as a non-convex optimization problem which
is difficult to solve. We propose a restriction of the problem and
solve it using second-order cone programming. We present a prac-
tical implementation of our framework, named RAM, which uses
AFMT as the feature representation. We conduct experiments to
test the performance of RAM.

Categories and Subject Descriptors
K.6 [Management of Computing and Information Systems]: Mis-
cellaneous; I.4.9 [Image Processing and Computer Vision]: Ap-
plications

General Terms
Algorithms, Security

Keywords
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1. INTRODUCTION
Several applications like near-replica detection[15, 13], copy

detection[11, 5], sub-image retrieval[13], content based image re-
trieval[1, 20, 9, 4] etc., use retrieval systems as the underlying
framework. Typically, in a retrieval framework, a feature space
is chosen and the distance of the features of the query image from
the features of the images in the database is measured based on a
metric. The image or a set of images near to the query in feature
space, is returned as search result. To be robust against permissible
manipulations or inevitable noise, an effective retrieval system typ-
ically chooses a feature space and metric, such that any two images
in the database are well separated from each other. If two images
are close to each other, ambiguity in detection might occur, i.e.,
using a slightly manipulated version of one of them as query may
lead to the wrong image.

Finding such a good feature representation and metric is not
easy and is an active research area. Instead of refining a known fea-
ture representation and distance metric, in this paper, we propose
an alternative approach in improving the effectiveness of retrieval
systems. The original images are slightly modified to increase their
mutual separation in feature space above a threshold, such that, the
perceptual difference between the original and the modified image
is minimized. The possibility of modifying the original derives its
inspiration from the field of watermarking, where the encoder em-
beds information into the image by modifying the original. The
process of modification of the images for the purpose of improving
retrieval performance can be seen as a combination of retrieval and
watermarking systems. If the feature representation of the images
is considered as data points in high dimensional space, our pro-
posed approach can be expressed by the following:

Given a set of multi-dimensional data points, how to minimally shift
them so that their mutual separation is above a threshold.

An application that can benefit from a solution to this problem is a
copy detection system, where the emphasis is on exact detection as
opposed to inexact detection (as is common in CBIR systems). In a
typical copy detection scenario, an owner owns a large database of
images that is made available to the public for viewing only. The
owner may wish to know whether there are illegal copies of his im-
ages in the web. He could employ a web-robot, which randomly
picks an image from the web, and checks whether this image is a
copy of an image in his database. If a copy is found, the owner will
decide about what action to carry out. Note that the illegal copy
could be a modified, for example a lossy compressed, cropped, ro-
tated, or even a maliciously altered version, modified by an attacker
who is aware of the detection mechanism. Furthermore, in a sce-
nario where the owner had sold two copies of the same image in his
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Figure 1: Illustration of the ambiguity problem and its solution using the proposed framework. HereA(I) = {F1, F2, F3, F4} =

{(3, 2), (4, 3), (3, 4), (2, 3)}, is the original feature database,A(Ĩ) = {F̃1, F̃2, F̃3, F̃4} = {(3,−0.83), (6.83, 3), (3, 6.83), (−0.83, 3)}
is the modified feature database andN = {(−1.40, 0.12), (0.08,−0.95), (1.64,−1.37), (−2.0, 0.75)}, is the noise (intensional
or un-intensional manipulations) that both A(I) and A(Ĩ) encounters to generateA(I′) = {F ′

1, F
′

2, F
′

3, F
′

4} and A(Ĩ′) =

{F̃ ′
1, F̃ ′

2, F̃ ′
3, F̃ ′

4} respectively.

database to two different customers, he may want to identify each
copy individually. This is equivalent to having multiple copies (du-
plicates) of the same image in the database.

In this paper, we refer to the problem of missed detection arising
due to lack of separation between the images in feature space, as
theambiguity problem. Figure 1 gives an illustration of the ambigu-
ity problem and also demonstrates our main idea. Given a feature
databaseA(I), we modify it by shifting the features away from
each other to generate a databaseA(Ĩ). This is depicted in Fig-
ure 1(a). Table (b) in Figure 1 gives the pairwise distance between
the elements inA(I). By adding noiseN to A(I), we getA(I′)
(refer Figure 1(a)). Table (b) gives the pairwise distance between
A(I) andA(I′). The 3rd column in Table (b) shows thatF2 is the
nearest toF ′

3. Hence adding noise creates ambiguity which will
lead to wrong detection when the query isF ′

3. On the other hand,
Table (c) gives the pairwise distance between elements inA(Ĩ).
Note that the mutual separation between the features has increased.
On adding noiseN to A(Ĩ) we getA(Ĩ′) (refer Figure 1(a)). Ta-
ble (d) gives the pairwise distance betweenA(Ĩ) andA(Ĩ′). Note
that there is no ambiguity problem as the features are still well sep-
arated even under noiseN .

Outline. In Section 2, a brief review of state-of-the art approaches
to implement copy detection systems is presented. This discus-
sion leads to an explanation of the motivation behind our proposed
framework. Section 3 presents our framework and formulates it as
the solution to a non-convex optimization problem, which is dif-
ficult to solve. An approximate algorithm to solve it, is proposed
in Section 4. A practical implementation of our framework is pre-
sented in Section 5 and the security of our framework is analyzed
in Section 6.

2. RELATED WORK AND MOTIVATION
Recently there has been growing interest in copy detection for

copyright protection of images [8, 11, 5, 15, 2, 13]. Most of the
works highlight the importance of exact detection as opposed to in-

exact detection (as is common in CBIR systems). In this paper also,
we address the issue of accuracy (exact detection). Existing copy
detection systems can be classified into two categories or frame-
works: retrieval[15, 2, 13, 5, 11] based and watermarking[8] based
framework.

In a retrieval framework, the emphasis is on finding a good fea-
ture representation and distance metric. Images can be represented
either by global or local features. Recent works [14, 13, 16] high-
light the efficacy of local features in improving accuracy. In [14,
13] robust scale, rotation invariant descriptors are proposed. Such
features however create ambiguity problem when an image has
multiple similar regions or when the database consists of images
of the same scene taken from different poses. In [16] a solution
to this is proposed which augments SIFT [14] descriptors with a
global context vector that adds curvilinear shape information for
a much larger neighborhood. If the database consists of duplicate
copies of the same image this solution would also fail to resolve
ambiguity. Some improvements in distance metrics are proposed
in [15].

In a watermarking based framework, information about the im-
ages identity is embedded into the image by modifying the image.
The robustness of the system is inversely related to the degree of
modification. So the emphasis here is on finding a proper trade-off
between distortion and robustness. Detection speed is faster in a
watermarking based framework than in retrieval framework (which
suffers from high dimensionality curse). Moreover detection can be
done in an off-line setting as the detector does not need to access
a database. However, watermarking framework is more vulnerable
to attacks and introduces distortions.

A framework combining watermarking and retrieval based frame-
works have been studied before[19]. However, the focus was to
achieve speedup in nearest neighborhood search by exploiting the
freedom to modify the data. An active clustering approach was pro-
posed to cluster data points in a hierarchical manner and generate
an index tree.

In light of the above discussion we note that retrieval and wa-
termarking framework both have their advantages and disadvan-
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Figure 2: Illustrative block diagram of our proposed frame-
work (a) Preprocessing stage (b) Detection stage.

tages. Some interesting observations are that: (1) robustness of
retrieval systems is dependent on the robustness of the feature rep-
resentation. If the same feature representation is employed by a
watermarking-based and retrieval-based system, both systems would
achieve the same robustness. (2) Although high dimensionality
in retrieval systems hinders search speed, we note that high di-
mensionality means high capacity for information embedding and
hence is an advantage from the watermarking perspective. (3) Wa-
termarking based systems are less secure, as the detection routine
is fixed and can not be changed after the images are watermarked,
Hence, it is not easy to respond to subsequent attacks that target at
the fixed watermarking method. These observations motivate us to
propose a framework that uses a combination of these two frame-
works (refer Section 1) and achieves a tradeoff. Note that we are
not trying to improve upon a feature representation or giving an
alternative method for watermarking.

3. PROPOSED FRAMEWORK
The overall framework is depicted in Figure 2. It consists of

the preprocessing and detection stage. The key component is the
separation algorithm, which modifies the feature vectors such that
they are well separated and yet minimizes distortion. Section 4.1
will give a detailed discussion of this algorithm. The reconstruction
is also an interesting side issue but we will not elaborate it in this
paper.

Preprocessing Stage. Given a database of imagesI = {I1, I2,

. . . , In}, we want to preprocessI to get a modified databasẽI =

{Ĩ1, Ĩ2, . . . , Ĩn}. For this, first the feature representation of the im-
ages are extracted. LetA(I) be the feature representation of the im-
ageI, andF = {A(I1),A(I2), . . . ,A(In)} = {F1, F2, . . . , Fn},
denote the set of features corresponding to the image databaseI =
{I1, I2, . . . , In}. Next, these feature vectors are significantly sep-
arated from each other using a separation algorithm to generate a
modified set of features̃F = {F̃1, F̃2, . . . , F̃n}.

Finally, the modified databasẽI is reconstructed from̃F . In
other words, the reconstruction stage takes an imageI, its modified
featureF̃ and finds ãI such thatA(Ĩ) = F̃ so thatĨ is close toI.
The modified databasẽI is now ready to be released to the public.

Detection Stage. Given a query imageI ′ we extract its feature
representationF ′ and find the image in the modified databaseĨ
which is closest to it in the feature space. That is, the nearest neigh-
bor in terms ofℓ2 norm distance metric is returned. Based on the
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Figure 3: Illustration of the Linear Constraint Restriction
Method. All points are in R

2 and consists of (a) 3 points (b)
5 points. The value ofδ is taken as 2.

nearest neighbor(s), more elaborate tests can be conducted to deter-
mine whether the query is a copy, or we can simply decide whether
it is a copy by comparing their distance with a threshold. For per-
formance evaluation, we measure whether the system correctly out-
put the nearest neighbor. In the work, the two main technical issues
are: the reconstruction algorithm and the separation algorithm. The
focus of this paper is the separation algorithm.

3.1 Reconstruction
The reconstruction algorithm depends on the choice of feature

representation. For certain representations, reconstructing the im-
age is straightforward e.g., DCT, DFT coefficients. Besides the
ease of reconstruction, the choice of feature representation also
depends on the type of noise to handle. Several global features,
namely analytical Fourier-Mellin transform (AFMT ) invariants
[10], color histograms [23] etc, and local features, namely SIFT
features [14, 12], that are robust to rotation-translation-scaling (RST),
illumination variances, affine, and geometric transformations etc,
have been proposed. As a proof of concept implementation, to
achieve robustness against geometric distortions, we chooseAFMT
invariants [10], which are robust to RST. One important assumption
we make in our analysis is that distortion in the image space can
be approximated by a proportional gaussian noise in feature space.
The validity of this is experimentally verified in Section 5.1.

3.2 Separation
Given a set of feature vectorsF = {F1, . . . , Fi, . . . , Fn}where

eachFi is a vector in thed-dimensional spaceRd, and a parameter
δ, we want to preprocessF to get a set of modified feature vectors
F̃ = {F̃1, . . . , F̃i, . . . , F̃n}, such that (1) the maximum distortion
betweenF andF̃ is minimized, while (2) maintaining a minimum
separation ofδ between the elements iñF . Specifically,

minimize ǫ

subject to ‖F̃i − F̃j‖2 ≥ δ, for all i 6= j (1)

ǫ ≥ ‖F̃i − Fi‖2, for all i (2)

We call ǫ the maximum distortion, andδ the separation. By min-
imizing the maximum distortion, modification to each feature will
be kept low. The constraint on separation ensures that the modified
features are well separated.

Alternative objective function. The usual practice in watermark-
ing literature is to minimize average distortion instead of minimiz-
ing the maximum distortion. So an alternative formulation for con-
straint (2) would beǫ ≥

∑
i
(‖F̃i − Fi‖

2

2)/n. Although we only
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Figure 4: (a) Geometric explanation of restriction method. (b)
Simulation of the behavior of approximation ratio with change
in size of database. The database consists of randomly gener-
ated 200 feature vectors of dimension 25.

consider the maximum distortion, the proposed algorithm and anal-
ysis can be adopted for average distortion also.

4. APPROXIMATE ALGORITHM
The optimization problem constraint (1) is non-convex in the

sense that the solution space defined by the constraints is non-
convex. Such optimization, in general, is very difficult to solve.
For example, by replacing the inequality in (2) to equality, it es-
sentially becomes a map labelling problem which is NP-hard[21].
In this section, we propose an efficient approximate algorithm by
restricting the constraint. We also give two methods that achieve
further speedup.

4.1 Restriction Method
We propose the following restricted formulation,

minimize ǫ

subject to
(Fi − Fj)

T

‖Fi − Fj‖2

(F̃i − F̃j) ≥ δ, for all i 6= j (3)

ǫ ≥ ‖F̃i − Fi‖2, for all i

Each quadratic constraint in (2) has now been restricted to a
linear constraint. The restriction is motivated by the following ob-
servation. By the Cauchy-Schwarz’s inequality,

‖Fi − Fj‖2 ‖F̃i − F̃j‖2 ≥ (Fi − Fj)
T · (F̃i − F̃j) (4)

Putting (4) into (3), we have

(Fi − Fj)
T

‖Fi − Fj‖2

· (F̃i − F̃j) ≥ δ ⇒ ‖F̃i − F̃j‖2 ≥ δ

Therefore the solution space of the restricted formulation is a
convex subset of the original solution space in (1). The restricted
formulation (3) can be cast as a second order cone programming
(SOCP) problem and has an efficient solver[22]. This kind of re-
striction for a hard non-convex constraint as (1) has been suggested
in exercise 8.27 of [3]. For aminimum distance constraint, ‖F̃i −

F̃j‖2 ≥ δ, the restriction is given as,aT
ij ·(F̃i− F̃j) ≥ δ, whereaij

is any direction with‖aij‖2 = 1. Note that this is equivalent to a
projection of the vector betweeñFi andF̃j , ontoaij . In our formu-
lation we chose this direction to be the vector between the original
data points. A geometric interpretation for this is given next.
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Figure 5: (a) Distribution of the amount by which the feature
representationA(I) gets shifted when their corresponding im-
ages inĨ are manipulated (rotation, scaling, painting etc). The
red line indicates the mean. (b) Change in perceptual distortion
with change in blocks ofAFMT coefficients watermarked.

Geometric Interpretation . Figure 4(a) gives a geometric expla-
nation of the restriction. Suppose that a feature vectorFi is fixed
and another feature vectorFj is to be shifted toF ′

j so that it isδ
distance away fromFi. The shifted feature vectorF ′

j must lie on
or outside the arcAB of radiusδ with Fi as the center (Figure 4).
A point on the arcAB which is closest to the pointFj is the point
F ′

j . Clearly, the minimum shift fromFj to F ′

j is along the direction
(Fj − Fi).

Figure 3 (a) and (b) show two examples of the approximate al-
gorithm implemented, for points inR2. In both examples, the so-
lution for the restricted formulation is indeed the optimal solution
of the original problem.

To investigate the accuracy of the approximate algorithm, we
perform an experiment where a few hundreds 25-dimensional vec-
tors are randomly chosen from a multi-variate Gaussian distribution
where the covariance matrix is the identity. Note that a theoretical
lower bound on the optimal maximum distortion (with respect to
the original optimization problem) isǫl = (δ − dmin) wheredmin

is the minimum distance between any two vectors in the data set.
Figure 4 (b) show the ratio ofǫl/ǫ′ whereǫ′ is the maximum distor-
tion obtained under the restricted formulation. Note that we achieve
constant approximation in this experiment.

4.2 Improving Scalability
If the data set consists ofn vectors, each inRd, then the number

of constraints in the above formulation is inΘ(n2), and the number
of variables isdn. For a database of images wheren andd is large,
the number of constraints and variables are too large for existing
SOCP solvers. For example, in our experiment, the number of im-
ages isn = 23000 andd = 400. Hence we have to significantly
reduce the size of the input.

Constraint Pruning . Many constraints are redundant as the fea-
ture are already far apart from each other. Note that for a particu-
lar feature vector we only need to consider its interaction with all
feature vectors which are within a ball of radiusδ + 2ǫu around
it, whereǫu is an upper bound of the maximum distortionǫ. In
our application, a reasonable upper bound ofǫ is δ. This is because
distortion ofδ will give unacceptable perceptual distortion from the
original image. Hence, we can only consider feature vector pairs
which are within a radius of3δ.

Although this method significantly prunes the number of con-
straints, it is still not good enough for very large databases.
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Dividing into subproblems. Another way of improving scalabil-
ity would be to partition the featureF into well-separated subsets,
so that we can independently modify the features in each subset.
Given 2 subsetsC1 andC2 of F , define the distance between them
as

d(C1, C2) = min
F1∈C1,F2∈C2

{‖F1 − F2‖2}.

If d(C1, C2) > δ + 2ǫu whereǫu is an upper bound ofǫ, then
there is no interaction betweenC1 andC2. Hence, we can perform
optimization onC1 andC2 independently and yet the solution is
still same as if we consider them together. Such partitioning can be
easily found by scanning the pairwise distances among the features.
We can also view each feature as a vertex in a graph, wherein, there
is an edge between two featuresF1 andF2 if and only if ‖F1 −
F2‖2 < δ + 2ǫu. Then the partition corresponds to the different
connected components in the graph.

In all our experiments, the combination of the above two meth-
ods is sufficient in reducing and dividing the optimization problem
into manageable sub-problems. Note that pruning away constraints
and dividing into sub-problems does not affect the optimality of the
solution. That is, no approximation is being applied. Nevertheless,
in cases where the above two methods fail to achieve manageable
sub-problems, we can apply clustering algorithm on the feature set
in that sub-problem. Features that lie on the boundary of the clus-
ters are shifted so that the cluster areδ + 2ǫu apart. This is the
technique applied in [19]. However, unlike the above two methods,
this is an approximation and the speedup will affect the solution.

5. IMPLEMENTATION
We have developed a proof of concept system, RAM (Resolving

Ambiguity by Modification). The system follows the framework
illustrated in Figure 2. We conducted experiments on a database
of colored images from two data sets, namely, (1) COIL-100 data
set[17] (7200 images of average size128 × 128) and (2) Corel
Image database[6] (15949 images of average size384 × 256 or
256 × 384). The Corel database consists of natural images, few
of which are duplicates. Out of 15949 images there are 65 dupli-
cates. The COIL-100 database consists of images of 100 objects
taken from different poses. As noted by Ke et. al. [13] features ro-
bust to pose changes would not fair well for near-replica detection.
So it is interesting to test how the ability to modify the features
helps in near-replica detection of images of the same object at dif-
ferent poses. This is one of the primary motivations in choosing the
COIL-100 database.

Feature Representation. For invariance to color modification we
extract the Y-component of the YUV representation of the images
and obtain theAFMT invariants of these representations. The
fast algorithm as in [7] is employed to compute a two dimensional
Fourier transform on the log-polar transformed image of the Y-
component. Coefficients 1001 to 1400 of theAFMT invariant
vector is taken as the feature representation to form a set of fea-
ture vectors,A(I) = {F1, F2, . . . , Fn} and they correspond to
the mid-frequency components. This choice was experimentally
verified. We took 30 images and modified blocks of 400 coeffi-
cients by adding a random sequence to them, starting with the first
coefficient and then shifting it as a sliding window from the1st to
the10000th coefficient. Figure 5(b) illustrates the perceptual mea-
sure (averagePSNR) after reconstruction. For coefficients after
the 1000th coefficient, thePSNR between the original and re-
constructed images remain almost constant. Therefore we take the
1001th to 1400th coefficients.
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Figure 6: (a) Histogram of the mutual separation between el-
ements inA(I). (b) Histogram of the mutual separation be-
tween elements inA(Ĩ). (For Corel database)

5.1 Estimating the Parameterδ
We model the manipulations on the images in the spatial domain

(namely geometric transformations, cropping, painting, adding Gaus-
sian noise, JPEG compression, brightness change, contrast change
etc.) by additive Gaussian white noise in the feature domain. To
verify this assumption, we experimentally estimate the distribution
of ‖A(I) − A(I ′)‖2 whereI is a randomly chosen image from
the database, andI ′ is obtained fromI by a combination of a rota-
tion of 10o, cropping by removing70%, scaling down by4 times,
painting of4, and Gaussian noise of strength3. Such an estimated
distribution is shown in Figure 5. Note that the distribution emu-
lates aχ2 distribution. This strongly supports the fact that the noise
in the feature domain can be modelled as a Gaussian distribution.
The variance of the noise due to various manipulations is used to
estimate an appropriate value forδ, which makes the separation
robust to manipulations.

In Figure 5 the variance of the distribution suggests the mini-
mum mutual separation of the features so as to be robust against
manipulations. Hence, we chooseδ = 0.0375.

5.2 Performance of our Framework

Preprocessing. For the Corel database, the minimum and maxi-
mum separation between any two feature vectors inA(I) is 0 and
0.72483. For δ = 0.0375, after preprocessing using the separa-
tion algorithm in Section 4, the minimum and maximum separa-
tion between the feature vectors inA(Ĩ) is 0.0375 and1.3338 re-
spectively, with maximum distortionǫ = 0.001. For the COIL
database, the minimum and maximum separation between any two
feature representations inA(I) is 0.0007355 and0.33369 before
separation and0.0375 and1.2433 after separation with maximum
distortionǫ = 0.01855. Figure 6 shows the distribution of the mu-
tual separation matrix before and after preprocessing of the database
I. Note that, after preprocessing all the feature vectors are at least
δ separated. An illustration of the reconstruction process is given
in Figure 7. The availability of the original image in the inverse
log-polar transformation stage (refer Figure 2(a) ) helps to get an
accurate reconstruction. Note that the original and the modified
image are perceptually similar.

Detection. To test the detection performance of RAM, we ran-
domly pick 211 images iñI and manipulate each image by rotating
(45o), cropping (removing 70% about center), scaling (down x4),
adding Gaussian noise (strength 3), changing contrast (x2), chang-
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Figure 7: Reconstruction Process: (a) Original ImageI. (b) Log-polar transform of I. (c) Reconstructed log-polar image of prepro-
cessedAFMT invariants A(Ĩ). (d) Reconstructed preprocessed imagẽI. (e) Difference between the luminance components ofI and
Ĩ.

ing brightness (150%), painting (x2), shearing (15% about x axis)
and JPEG compressing (quality 20) them to generate 211 query im-
agesI′ = {I ′

1, . . . , I
′

211} for each category of manipulation, i.e, a
total of 1899 images. The manipulations are performed using Im-
ageMagick. Our manipulations are similar to the manipulations in
[13, 15]. Next, for every query, we search for their original inĨ.
Unlike [13, 15] that searches for the manipulated copies using the
original as query, we search for the original inĨ using the manip-
ulated query and return the nearest neighbors. The results of the
query are presented in the fifth column (titled “Preprocessed”) of
Table 1.

5.3 Comparison with Existing Framework
For fair comparison of RAM with a retrieval framework that

does not do preprocessing, we consider a retrieval system that uses
the1001th to 1400th coefficients of theAFMT invariants as the
feature representation. We take 211 images fromI and manipulate
each image using the image transforms described in Section 5.2 to
generate 211 query images for each category of manipulation, i.e., a
total of 1899 images. The manipulation are again performed using
ImageMagick. Using each manipulated image as query, we search
for its original inI and return itsk = 10, k = 5 andk = 1 nearest
neighbors. A retrieval is considered correct if the correct copy is
one of thek-nearest neighbors of the query. Columns 2, 3 and 4 of
Table 1 give the detection accuracy obtained by the retrieval system
by searching in the original databaseI. Compared to the accuracy
obtained using RAM (indicated in column 5 of Table 1), note that
for a retrieval framework we do not achieve100% detection accu-
racy even fork = 10. In our proposed framework for most cases
the nearest neighbor (i.e.,k = 1) is the query.

Figure 9 gives examples of the different kind of queries we have
considered in our experiments. For all these queries we get correct
results. Since we use a global feature representation, the perfor-
mance of our system under manipulations like excessive cropping
(say 90%) is less effective than a state-of-the-art retrieval system
(for example [13]). However, our goal here is not to compare with a
state-of-the-art system but to demonstrate the efficacy of our frame-
work by giving a proof of concept implementation.

Figure 8 depicts detection results for a query into the COIL
database using RAM. The purpose of this test is to analyze how
the problems due to lack of uniqueness and robustness is solved by
RAM. Table 2 gives a comparison of our system with a SIFT based
retrieval system and anAFMT based retrieval system without pre-
processing. We find the nearest neighbor in all three cases, i.e., k
= 1. We used the SIFT feature extraction and matching implemen-
tation made publicly available by David Lowe [14]. For the SIFT
based system implementation, the image with the maximum num-
ber of “keypoint” matches is taken as the nearest neighbor. Lack

Nearest Neighbor Accuracy
Without Preprocessing(%) Preprocessed(%)
k = 10 k = 5 k = 1 k = 1

Rotation (45o) 100 100 95.26 100
Scaling (down x4) 98.57 98.57 91.46 100

Cropping (remove 70%) 2.84 0.47 0 71.4
Gaussian Noise (3) 96.20 94.3 84.83 100

Paint (2) 95.73 95.73 88.15 100
JPEG Compression (20) 100 100 95.26 100

Contrast (x2) 53.08 47.39 31.75 100
Brightness (150%) 77.72 70.61 60.95 100

Shear (x15) 73.45 60.67 32.7 100

Table 1: Comparison of RAM with AFMT based retrieval sys-
tems without preprocessing (RF).

RF(%) SIFT(%) RAM(%)
Rotation (45o) 50 48.33 100

Scaling(down x4) 75 36.67 98.3
Cropping (remove 70%) 0 30 68.33

Gaussian Noise (3) 33.33 40 80
Painting (2) 76.67 38.33 90

JPEG Compression (20) 96.67 70 100
Contrast (x2) 16.67 81.67 98.3

Brightness (150%) 51.67 80 100
Shear (x15) 6.67 70 100

Original 100 90 100

Table 2: Performance comparison between (a)AFMT based
retrieval system without preprocessing (RF), (b) SIFT based
systems and (c) RAM on the COIL database (for k = 1). To-
tal 360 queries were used.

of ability to resolve ambiguity in images of the same object taken
from different poses by SIFT descriptor is indicated by the search
results when we use the original as the query.AFMT descriptor
being a global descriptor has better discrimination ability.AFMT
features without preprocessing perform very poorly under cropping
of 70%. Using RAM, we clearly improve upon this. SIFT features
do not seem to perform well under rotation, scaling and JPEG com-
pression, for k=1. A possible explanation for this observation is that
for COIL images, the number of keypoint’s is less. This is mainly
because the amount of texture in these images is less. This is also
one of the known problems with local descriptors. Added to that,
since many of the images in the database are of the same object
taken from different pose, the descriptors are very close to each
other and hence are not robust under such operations. From this
we can conclude that, for a copy detection system aiming at find-
ing the nearest neighbor (k=1), this result is not good enough. We
also note that the COIL images are very much sensitive to Gaus-
sian noise. Overall we note that RAM performs significantly better
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Figure 8: Result of search in COIL database: Nearest neigh-
bors to the query arranged in decreasing order from left to
right. Query is a rotated (130o), cropped (8%), scaled down
(2 times), and paint (strength 2) copy of the image obj240

than existing systems on a database of images of same objects taken
from different poses. This is true for both cases, when the query is
the original or is a manipulated copy.

Our proposed idea of selectively modifying some of the features
is also an advantage over a watermarking based framework, where
every image needs to be embedded with a message to identify it
uniquely. In our framework, the natural separation of the images
in feature space helps us to perturb only those features which are
close enough and are liable to create ambiguity problem. This can
be seen as a method of “watermarking with knowledge of image
database”, which has been shown [18] to improve the watermark-
ing performance measures compared to a system that does not use
knowledge of the database during the watermarking process.

6. AMBIGUITY ATTACKS
In this section we analyze attacks that try to create ambiguity by

tampering the feature representation. Firstly we would like to high-
light that the notion of perceptual similarity is a subjective measure
and there is no good existing measure for it. Nevertheless, any ma-
nipulation of the image that distorts the original semantics is likely
to induce distortion in the feature domain. So with this assumption,
the notion of security can be measured in terms of analyzing how
muchA(Ĩ) needs to be shifted in feature space to getA(Ĩ ′), so that
A(Ĩ ′) is closer to the feature representation of another image inĨ.

The ability of an attacker to create ambiguities is dependent on
his knowledge of the database itself. If the attacker has just one
image from the database, he can add a random perturbation to its
feature representation and try to create ambiguity. We assume that
the attacker has full knowledge of the the databaseĨ. Hence, given
any Ĩ, the attacker is able to induce minimum distortion so that the
distorted image will cause ambiguity.

For our database, the average distance of an image inA(Ĩ) to
its nearest neighbor is 0.0726 and the distance between the closest
pair is 0.0375. Thus, if an attacker has knowledge of the whole
databasẽI, given a randomly chosen image from̃I, he can cre-
ate ambiguity by moving it towards its nearest neighbor, and the
expected distortion is (0.0726/2). In the best case for the attacker,
when the chosen image happens to be closest to its nearest neigh-
bor, the attacker just has to distort the image by 0.0375/2. Figure
10(a),(b) illustrate the distortion required on a randomly chosen im-
age, and 10(c), (b) illustrate the best case for the attacker. Note that
the distortion is perceptually noticeable.

Figure 11 illustrates the nearest neighbor distance distribution
for the full database, before and after preprocessing. This supports

the fact that, for an attacker to create ambiguity by perturbing the
feature representation of the images, it is much more easy when the
images are not preprocessed. Hence RAM is more secure to mali-
cious attacks than a scheme that does not preprocess the database.

(a) (b)

(c) (d)

Figure 10: Reconstructed Images: (a)-(b) A randomly chosen
image and its nearest neighbor, shifted towards each other by
an amount half the distance between them. (c)-(d) The closest
pairs in a database shifted towards each other by an amount
half the distance between them.

7. DISCUSSIONS AND FUTURE WORK
We present a unified framework that resolves ambiguity by mod-

ifying the features which is applicable to any modifiable feature
representation. We also present a proof of concept implementa-
tion, RAM, that uses Analytical Fourier-Mellin (AFMT ) invari-
ants as features. Experiments and comparison with existing frame-
works show promising results. Our framework does not attempt
to present a new feature representation to resolve ambiguity. It is
to be applied to existing feature representations to further reduce
ambiguity. Hence, it complements existing methods.

Unfortunately our framework inherits some of the limitations
from watermarking and retrieval systems. (1) We need an explicit
feature representation. For certain feature representations it is not
clear how the reconstruction can be achieved, for example, if the
feature is derived from line and shape information in the images.
(2) We must have access to the database during detection. (3) It
is only possible in situations where modification of the database is
allowed. On the other hand, unifying both retrieval and watermark-
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Figure 11: Comparison of nearest neighbor distance distribu-
tion before and after preprocessing.
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Figure 9: Examples of queries into the database. For all of them we can detect the correct original (for k=1).

ing frameworks enhances performance: (1) It further separatesthe
images and thus reduces the chances of ambiguity. (2) It is ar-
guably more secure. (3) It introduces less distortions compared to
a watermarking based approach. In view of the pro’s and con’s
in existing frameworks, our framework presents an alternative that
complements currents methods.

The proposed framework is designed for a static database set-
ting. For an on-line setting, the proposed framework can be ex-
tended by adding constraints to the original optimization formula-
tion. The added constraints retain the present separation between
the data points and separate the added data in relation to it. Some
studies on the effect on performance in the on-line setting can be
found in [18].
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