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Abstract

We investigate realtime techniques for visualization afyvarge
images over a thinwire. We exploit multi-foveated imagescivh
have extremely favorable data density, as compared toramifes-
olution images. To compensate for the loss of uniform resmiu
we now allow the user new dynamic controls over the visualiza
tion process. Current servers of large images on the net (eap
servers) suffers from a distinctly non-realtime resporitsesmall
viewing windows, and visual discontinues in panning/zaggmiWe
have constructed an image server that can overcome theisa-lim
tions. Our foveation techniques are based on a novel atiplicaf
wavelets.

1 Introduction
We address the realtime visualization of large scale images
a thinwire model of computation. That is, the model comprises
an image server and a client viewer connected by a low-batibwi
line. The server may be assumed to have powerful compugdtion
resources if necessary; the client has possibly modestinessn
Typical examples include image archive servers, terra@wers
and map servers on the world-wide web. Usually, the visatbn
of large scale images on a thinwire requires the server toopne
pute many smaller images (say, of size 640x480 pixels) wimai
show either lower resolution (zoomed-out) views and/otipos of
the original image. Clearly this is a suboptimal approaciceino
preselected set of views can anticipate the needs of abuser

Map servers (e.q., [71, URL
http://ww. mapquest.conl, etc) use an improved
approach where the user may zoom and pan over the large image
But current implementations suffer from three problems:

e Visual discontinuities in zooming and panning. One reason
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is that a brand new image is served up for each zoom/pan re-
quest. Another is the discrete nature of the zoom/pan dsntro

e Smallness of the fixed-size viewing window (typically about
3"x4.5"). This does not allow much of a perspective.

e Significantly less than realtime response.

Attempting to remove any of these problems might appeacdiffi
under current bandwidth limitations on the web. But our @coj
is able to remove these problems, effectively achievingattinee

and visually-continuous viewing of very large (color) ineag The
key is to introduce new parameters of control for the uséng.ihe

following kind of images:

e Variable resolution over time: this suggests the idearof
gressive transmissionbut ours is a significant generalization
of the conventional use of this term (in particular, the ser
control the process).

Variable resolution over space: this refers to images vt r
olution that varies over its entire extent. We call thesgti-
foveated imageshecause such images need not have only a
single foveal region with high resolution.

2 Previous Work

Some forms of the above ideas have been exploited beforeetHil
al [2] is one of the early papers that describe many of thaufeat
we desire. It has progressive transmission and a form obtawe
for a browser of images in an archive. But the realtime regméent
does not appear to be a concern. Percival and White [10]itdescr
a progressive transmission technique based on bit-plaaésstex-
tremely effective for astronomical data. Reeves and Robifi8]
gives a method to foveate MPEG-standard video in a thin-evie-
ronment. MPEG-standard could provide a few levels of regmiu
but they consider only a 2-level foveation. The client/\égwan in-
teractively specify the region of interest to the servendse. Levoy
and Whitaker [6] exploits foveation in volumetric visuaition.

The production of foveated images using superpixels witbofix
geometries have been described by Wallace et al [9] and byikor
and Geisler [5]. Our wavelet approach is more flexible. Gesd
[4] use wavelets in a way that is remarkably similar to outs,riot
for foveation purposes. Kortum and Geisler also conductwd p
chological experiments in which subjects reported litgegeptual
difference between foveated and uniform images.

Our system is “interactive” as well as “realtime”. What weane
by “realtime” in this paper is that the displayed view argeshed
at video rates in response to a user’s panning/zooming coifsna
(albeit, the resolution of some parts may be lower than ddkir
Again, this idea is not new: it is a key technique in “walkthgh
applications”, where video rates are achieved by omisdidetails



(e.g., [3]). What is new is that our user can now request higgse
olution at any part of the visual field just by positioning theuse
cursor there.

3 Contributions of this Paper

Some features of our work are:

e its uniqgue combination of realtime, thinwire and largelsca
image in one setting.

e new degrees of user-control provided for realtime visaaliz
tion of images.

of this choice although this is by no means essential. Entrie
the wavelet transform matrices are calleokfficients and these
are what is communicated over the thinwire. The transforimed
age is partitioned into blocks which are stored in individilas in
secondary memory.

Next, we address the storage of the same image on the client
side. This storage structure is necessarily sparse: lipjtreothing
is known about the image, but as data is requested and rdceive
over the network, the representation fills up. The clien¢ Stbres
the image in each of its levels of resolution (this is cleadglun-
dant). For reference, we call this tpgramid representation of
the image.

To co-ordinate between the client and server, the server and
client each maintains a commamaskindicating which coefficients

e demonstrating a new standard of performance that can behave been sent or received. The mask on the client side ifased

achieved by large-scale image servers on the world-wide web

One of our current demos serve$®6 x 4096 x 24 color image (of

a map) which is just ove30 MB after preprocessed for our server.
Our basic objectives would not be impacted even if the imazge s
grows by some orders of magnitude. Our preprocessing ofrthis
age lead to a slight compression of the original image becaithe
use of a wavelet transform. But it is important to realize theage
compression is a secondary issue for us. We can run our sarger
clients on a non-dedicated standard workstation or a Rartiass
machine. One of our experimental setups has the servernginni
in SUNY Stony Brook and our client program at NYU. We have
tested clients on standard Solaris and SGI workstatiorth @lans

to port this to a notebook setting).

The client has a resizabldewing window. There is a small,
auxiliary navigation window whose main purpose is to let the
viewer know the size and position of the viewing window rigfkat
to the whole image. But clicking in this window will also make
the viewing window jump to the clicked location. See appgridi
screen shots of these two windows.

The client has the following capabilities: panning, zoomin
foveating, varying the foveal resolution. We plan to alltve tmod-
ification of the shape and size of the foveal region. The uaer c
“foveate” as follows: with the mouse buttons released aedctir-
sor within the viewing window, the image will gain increagires-
olution at the positions of the moving cursor. But when the le
button is held down, the view will pan continuously, followithe
mouse. Zooming is not (yet) continuous but in scales of 2. One
might think these capabilities as problematic in thin-wscenar-
ios. Butin fact, it is precisely these capabilities that magaltime
visualization in thinwires feasible: they allow the usepto-point
areas of interest within (a view of) the entire image. Thealde
resolution can allow the server tignamically adjust the amount of
transmitted data to match the effective bandwidth of thevaek.

The relation of this paper to [1] is as following. In [1], wetrio-
duced our based foveation techniques and investigated pacg-
erties of foveation. The present paper bring these tecbsitpubear
in thinwire setting.

4 Architecture

deciding what coefficients to request. On the server siderrask

is useful for deciding which block of the image can be reldase
from main memory. Why do we have different representatidns o
the images on the server and client side? A partial answéiats t
the wavelet transform representation, when stored in filéise tiff
format, generally gives a better compression. It also givbstter
compression ratio for the transmission across the net.Hgypyra-
mid representation allows faster display on the client,di@geause
the client doesn’t have to reverse-transform an image dirag/the
image displayed.

The Server. The server currently serves each data request at
“full level of service” (it serves the exact number of coaffiuts re-
quested). In general, the server may decide if some reqgoestds
be satisfied a lower level of service. We are investigatingife
competition algorithms” to do this. Also, we have two modes f
sending data: either to use (lossless) channel compressiant to
use it. In our current experiments, we found no “visiblefeiénce

in performance between the two modes. It is probably bectnese
additional time in online compression/decompression masky
gain in transmission speed. But if we were to perform thiseexp
ment over a very slow link, eg. a modem, then compressionavoul
become useful.

The Client. The client is constructed with three threads:

network, display, manager.

The network thread is responsible for sending and receiving
quests from the server. It also currently perform the furctf
converting any received coefficients into the pyramid repnéa-
tion. The display thread is responsible for both input angboi
converting viewer requests to requests to the network dhraad
for updating the display windows. There are two modes for dis
play: to always fill the pixels to the highest resolution tisatur-
rently available or to fill them up to some user specified level

The manager thread is the brain of the client program. Onis of i
functions is to convert viewer requests from the displagaldrinto
data requests to the network thread. For instance: if theeviés

We have a server holding a large image and, at the other end of afoveating at a locatiof, ), then this converts into requesting data

thinwire, we have a client that wants to view this image. Weuase

at several levels of resolution (see wavelet techniqueshelBut

that this image does not fit into main memory, and hence we have some of this data is already available locally, and undetttimsvire

to organize its representation in secondary memory.

Data Representations. The storage of the image on the server
side involves an initial preprocessing step. To use wa\meed
multi-resolution techniques, we begin by constructing stading a
wavelet transform of the image. See [1] for details. We currently
use the Haar wavelet — some of our techniques exploit priegert

assumption, it is critical not to ask for the same data again.

To achieve real-time responses when the user makes any “zoom
ing” or “panning” action, after translating the actionsardtata re-
quests to the server and waiting for the server responsieakhsthe
display thread would first use the data existing locally, admn
new data arrive from the server, the manager thread wouldribe
tify the display thread to update the image.



5 Sparse semi-dynamic representation of
large matrices

In general, the matrices in the client data structures aaessfy
populated. But they are also dynamically changing in thessen
that additional entries are continually filled in. Currgntive do
not discard data from our matrices and so what we need might be
called a “semi-dynamic sparse data structure”. This assuhs
the client has enough secondary memory to store the entagem
Before we address the sparseness and incremental dats, is&ue
consider just the problem of large size. This solution isaict Lised
on the server side, where the entire image needs to be stored.

We assume that original imageMéx x Ny . E.g.,Nx = Ny =
2'2. We define a size parameter, denoBdDCK. We partition our
matrices into chunks dBLOCK bytes. Each chunk is stored in its
own file. In fact, all the three color components of a chunktare
gether stored in a single file in tiff format. On the serveesithese
chunks are wavelet transforms while on the client side tbkeaks
are parts of the pyramid representation. The automatic cate
pression of tiff is therefore more effective on the servdesiSince
these chunks store matrix elements, we further have twargara
tersBLOCK_X andBL OCK_Y whereBL OCK_Xx BLOCK_Y=BL OCK.
Typically, we haveBLOCK X=BLOCK_Y=128. We assume that
Nx /BLOCKX = Ny /BLOCK.Y = 2* for some integek > 1.
For sparse matrices, we use an additiartaink map which tells
us for each block whether it is empty or not. This chunk map is
implemented by Boolean matrix.

6 Conclusion

Visualization is ultimately a cognitive process in whichigtnot

useful to send to the eye more information than what the tram
process. We were able to achieve “realtime thinwire lagges
visualization” by selecting the information to be trangetdt more
deliberately. In visualization applications, we can refytbe user
to tell us where she or he wants to see greater details (asditbu
pense with eye-tracking). In effeatye have greatly reduced the

bandwidth from server to client, in exchange for a very modest in-

crease of bandwidth from the client to the server.

e Currently, our server would transmit ab@n to 650 KB per
minute on a network which has raw transmission (measured
with ftp) about4 MB per minute. This is because on a fast
network, the speed of data transmission is much fast than the
speed of the input of user requests. Since our system igdrive
by user input, the server is actually spending most of itetim
waiting for requests from the client. The next generation of
our system will allow the user to set parameters controlling
the behavior of the server and client, to be optimized for a
variety of settings and platforms. In particular, the marag
thread needs to be smart about changing network conditions,
and local display capabilities.

How “scalable” are our techniques with respect to the three
properties of our system (thinwire, realtime, large-siale
Thinwire restriction: we are currently constructing a vens

of our system for a modem-based client. Some performance
hit is expected. Realtime constraint: there are some relsear
issues for improving the quality/resolution of images unde
this constraint. Large-scale requirement: we believetthiat
aspect is the most scalable in our current system. E.g; serv
ing an 30"x50” image of the USA map is estimated to require
over 2 GB of storage on the server side but should have little
impact on the performance of our current system.
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Appendix: Images

Here we provide some screen snapshots of the viewing winddw a

the navigation window. The full image represents a map of the
subway system of New York City. The full size of the image is
3151 x 3793 with 24-bit colors.
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Figure 1: Screen snapshot of a foveated image in the viewing w
dow
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Figure 3: Lower resolution level
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Figure 2: Same area as in Figure 1 but with full resolutionhia t
view window



