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Text Processing on the 
Web

Week 4
Dimensionality Reduction:

LSI and pLSI

The material for these slides are borrowed heavily from the precursor of this course by Tat-Seng Chua 
as well as slides from the accompanying recommended texts Baldi et al. and Manning et al.



Min-Yen Kan / National University of Singapore 2

Recap

• Probabilistic Model 
+: Based on a firm theoretical foundation; justified optimal ranking
-: Binary word-in-doc weights (not using term frequencies)

Independence of terms (can be alleviated)
Has never worked convincingly better in practice

• Language Model
– Accounts for term frequency and document length within model
– But based in probability so accounting is different
– n-gram models possible, but unigram easy and still useful
– Like VSM, puts queries and documents as same types of objects
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Outline

• Synonymy and Polysemy
• Bit of Linear Algebra
• Latent Semantic Indexing
• pLSI
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Problems with Lexical 
Semantics

• Ambiguity and association in natural 
language
– Polysemy: Words often have a multitude of 

meanings and different types of usage (more 
severe in very heterogeneous collections).

– The vector space model is unable to 
discriminate between different meanings of 
the same word.
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Problems with Lexical 
Semantics

– Synonymy: Different terms may have 
an identical or a similar meaning
(weaker: words indicating the same 
topic).

– No associations between words are 
made in the vector space 
representation.
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Polysemy and Context

• Document similarity on single word level: 
polysemy and context

car
company

•••
dodge
ford

meaning 2

cat
lion
•••

predator
meaning 1

…
jaguar

...

…
lion
...

contribution to similarity, if 
used in 1st meaning, but not 
if in 2nd
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Singular Value Decomposition

TVUA Σ=

m×m m×n V is n×n

For an m× n matrix A of rank r there exists a factorization
(Singular Value Decomposition = SVD) as follows:

The columns of U are orthogonal eigenvectors of AAT.

The columns of V are orthogonal eigenvectors of ATA.

Singular values.
ii λσ =

( )rdiag σσ ...1=Σ

Eigenvalues λ1 … λr of AAT are the eigenvalues of ATA.
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Singular Value Decomposition

• Illustration of SVD dimensions and sparseness
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SVD example
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• SVD can be used to compute optimal low-rank 
approximations.

• Approximation problem: Find Ak of rank k such 
that

• Ak and X are both m×n matrices.
Typically, want k << r.

Low-rank Approximation

Frobenius normF
kXrankX

k XAA −=
=

min
)(:
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• Solution via SVD

Low-rank Approximation
set smallest r-k
singular values to zero

T
kk VUA )0,...,0,,...,(diag 1 σσ=

column notation: sum 
of rank 1 matrices

T
ii

k

i ik vuA ∑=
=

1
σ

k



Min-Yen Kan / National University of Singapore 12

Approximation error

• How good (bad) is this approximation?
• It’s the best possible, measured by the 

Frobenius norm of the error:

where the σi are ordered such that σi ≥ σi+1.
Suggests why Frobenius error drops as k is 

increased.

1
)(:

min +
=

=−=− kFkF
kXrankX

AAXA σ
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SVD Low-rank approximation

• Whereas the term-doc matrix A may have 
m=50000, n=10 million (and rank close to 
50000)

• We can construct an approximation A100 with 
rank 100.
– Of all rank 100 matrices, it would have the lowest 

Frobenius error.

• Great … but why would we??
• Answer: Latent Semantic Indexing
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Latent Semantic Analysis 
(LSA)

• LSA aims to discover something about the meaning 
behind the words; about the topics in the documents.

• What is the difference between topics and words?
– Words are observable
– Topics are not. They are latent. 

• How to find out topics from the words in an automatic 
way?
– We can imagine them as a combination of words



Min-Yen Kan / National University of Singapore 15

Goals of LSI

• Similar terms map to similar location in 
low dimensional space

• Noise reduction by dimension 
reduction



Min-Yen Kan / National University of Singapore 16

Latent Semantic Indexing (LSI)

• Perform a low-rank approximation of 
document-term matrix (typical rank 100-300)

• General idea
– Map documents (and terms) to a low-dimensional

representation.
– Design a mapping such that the low-dimensional 

space reflects semantic associations (latent 
semantic space).

– Compute document similarity based on the inner 
product in this latent semantic space
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Latent Semantic Analysis

• Latent semantic space: illustrating example

courtesy of Susan Dumais
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Performing the maps

• Each row and column of A gets mapped into the 
k-dimensional LSI space, by the SVD.

• Claim – this is not only the mapping with the 
best (Frobenius error) approximation to A, but in 
fact improves retrieval.

• A query q is also mapped into this space, by

– Query NOT a sparse vector.

1−Σ= kk
T

k Uqq
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LSI Example 

• a query q = (0 0 1 0 0)T is transformed into
q‘ = UT × q = (0.58  0.00)T and evaluated on VT

• a new document d8 = (1 1 0 0 0)T is transformed into
d8

‘ = UT × d8 = (1.16  0.00)T and appended to VT

m=5 (interface, library, Java, Kona, blend), n=7
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Probabilistic 
LSA
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We know how to compute the 
parameter of this model, i.e. 
P(termt|doc)

From our last Prob IR and LM IR 
lecture, remember?

One way: Maximum Likelihood 

Probabilistic LSA

• Let us start from what we know
• Remember the BoW model
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Probabilistic LSA

• Now let us have k topics as well:
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Probabilistic LSA

• The parameters of this model are:
– P(t|k)
– P(k|doc)

• It is possible to derive the equations for computing these 
parameters by Maximum Likelihood (again)

• If we do so, what do we get?
– P(t|k)     for all t and k, is a term by topic matrix

(gives which terms make up a topic)
– P(k|doc) for all k and doc, is a topic by document matrix

(gives which topics are in a document)
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Deriving the parameter estimation algorithm

• The log likelihood of this model is the log probability 
of the entire collection:
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The pLSA algorithm
• Inputs: term by document matrix X(t,d), t=1…T, d=1…N and 

the number K of topics sought
• Initialise arrays P1 and P2 randomly (between [0,1]) and

normalise them to sum to 1 along rows
• Iterate until convergence

– For d=1 to N, for t =1 to T, for k=1:K

• Output: arrays P1 and P2, which hold the estimated
parameters P(t|k) and P(k|d) respectively
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Experimental Results
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Empirical evidence

• Experiments on Text REtrieval Conference data
– Running times of ~ one day on tens of thousands of 

docs

• Dimensions – various values 250-350 reported
– (Under 200 reported unsatisfactory)

• Generally expect recall to improve – what about 
precision?
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Empirical evidence

• Precision at or above median TREC 
precision
– Top scorer on almost 20% of TREC topics

• Slightly better on average than straight 
vector spaces

• Effect of dimensionality:

0.374346
0.371300
0.367250
PrecisionDimensions
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Some wild extrapolation

• The “dimensionality” of a corpus is the 
number of distinct topics represented in it.

• More mathematically “wild” extrapolation:
– if A has a rank k approximation of low 

Frobenius error, then there are exactly 
k distinct topics in the corpus.no more than
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LSI and other applications

• In many settings in pattern recognition and retrieval, we have a
feature-object matrix.
– For text, the terms are features and the docs are objects.
– Could be opinions and users …
– This matrix may be redundant in dimensionality.
– Can work with low-rank approximation.
– If entries are missing (e.g., users’ opinions), can recover if 

dimensionality is low.

• Powerful general analytical technique
– Close, principled analog to clustering methods.

Return to this in 
a later lecture
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Example of topics found from a Science 
Magazine papers collection
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The performance of a retrieval system based on this model (PLSI)
was found superior to that of both the vector space based similarity 
(cos) and a non-probabilistic latent semantic indexing (LSI) method. 
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Cons of LSA-like models

• Negated phrases
– TREC topics sometimes negate certain 

query/terms phrases Boolean queries
– As usual, freetext/vector space syntax of LSI 

queries precludes (say) “Find any doc having 
to do with the following 5 companies”

• See the Deerwester et al. paper for more.
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Summary

• Synonymy and Polysemy affect all standard IR models — not just 
limited to VSM

• We want to instead model latent (unobserved) topics
— SVD factors the term-document matrix into orthogonal eigenvectors 

(“topics”), automatically ranked by salience (“eigenvalue magnitude”).  
— LSA does SVD and then drops low order topics to create approximation

— pLSA does this by taking the unigram LM and injecting a latent variable, 
k (for k topics)

— Use maximum likelihood estimation to get probabilities

• Can model fit of approximation using 
— Closely related to clustering, why?
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Related resources

• Lost on Linear Algebra wrt SVD?  Try:
http://www.uwlax.edu/faculty/will/svd/ (great stuff!)

• The BOW toolkit for creating term by doc matrices and 
other text processing and analysis utilities: 
http://www.cs.cmu.edu/~mccallum/bow

• SVD is implemented in the SVDPACK software library 
http://www.netlib.org/svdpack

• Latent Dirichlet Allocation LDA – more powerful version 
of pLSA
– Uses a Dirichlet prior instead of making a uniform assumption
– Hence, replace ML with MAP for inference


