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#### Abstract

Computer-aided human motion analysis between a 3D reference motion and the motion in 2D video has many potential applications, such as sport and dance coaching, physical rehabilitation, smart surveillance, etc. Compared to the 3D reference motion consisting of a sequence of 3 D postures, the human in the videos may move faster or slower, or have different limb rotations. That is, the 3D reference motion and the human motion in the 2D video may have difference in time and space. So the problem is to determine the temporal correspondence between the 3D and 2D sequences, and at the same time, to determine the spatial difference between the posture in the 2D image and the corresponding 3D posture in the reference motion.

In order to investigate methods of solving the proposed problem, two simplified problems are studied in the preliminary work: 3D-2D motion registration of articulated stick figure, and articulated body posture refinement. In the first simplified problem, each body joint position in each image of the 2D sequence is known. Dynamic programming technique is used to find the temporal correspondence between the 3D motion and the 2D sequence of stick figure. And Newton method for optimization is used to find the spatial difference between the corresponding 3D and 2D stick figures. In the second simplified problem, for each 2D image of human body, the body posture in the image is refined starting from an initial posture estimation. Nonparametric belief propagation (NBP) technique is investigated to solve the problem.

Although several algorithms have been investigated to solve the two simplified problems, test results show that the algorithms may not provide accurate results for the problems. So in the proposed continuing work, we would extend the algorithms developed in the preliminary work to first find the approximate temporal correspondence and spatial difference, and then refine the approximate solutions to obtain the detailed spatial difference between any corresponding 3D posture and 2D image and to obtain the accurate temporal correspondence between the 3D reference motion and 2D video sequences.
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## 1 Introduction

### 1.1 Motivation

The analysis of human motion by a computer can be applied in many applications, such as sport and dance coaching, physical rehabilitation, smart surveillance, and vision-based intelligent human-computer interaction.

In sport and dance coaching, computer-aided motion analysis is a good way to help coaches assess the movements of athletes and dancers. In general, a coach analyzes a student's motion to determine the parts that require improvement, and then gives suggestions on how to correct and improve the motion. In such a case, a computer can record the motion of an expert and the student (Figure 1) and analyze the difference between them, it can help the coach to analyze the student's motion more precisely. Furthermore, when a novice wants to instruct himself at home without the presence of a coach, a computer can help the novice by indicating the difference between the expert's motion and the novice's motion. Computer-aided motion analysis mcan help novices understand and improve their motion.


Figure 1: Postures of two persons. (a) An expert's standard posture. (b) A novice's posture that is slightly different from the standard posture.

In physical rehabilitation after injury, a patient requires to repetitively perform some action to help rehabilitate. A computer can help analyze the difference between a patient's motion and a standard motion, and help doctors diagnose the severity of the injury. It can also help the patient to rehabilitate effectively.

Smart surveillance is needed in many environments, such as airports, seaports, supermarkets, departmental stores, and ATMs. In such surveillance applications, one often needs to determine what a person is doing by analyzing the person's motion. By analyzing the input with respect to stored motion models, a computer can help to monitor people's behavior and raise an alarm when suspicious motion is detected.

In vision-based human-computer interaction applications, a computer needs to understand what a person is doing. By analyzing the person's motion, the computer can respond to
and interact with the person. For example, a computer may communicate with a person by recognizing the person's hand gesture and reading his sign language. In computer games, the computer may recognize a person's actions and respond accordingly.

In vision-based motion analysis, much work has been done in analyzing human's simple motion, such as walking, running, jogging, etc. However, when human motion is complex, long and cannot be easily segmented into distinct segments, the problem of long-sequence human motion analysis arises. Up till now, long-sequence human motion analysis has not been well studied. If a computer can analyze the detailed difference between the input motion and stored motion models, it will be able to understand more complex human motion. This development will have many application values, for example, in the scenarios described above.

### 1.2 Motion Data

To analyze human motion, human motion data have to be recorded first. Motion data can be recorded by one or more cameras as 2D video sequences. It can also be captured by a motion capture system as a 3D motion sequence.

Only 2D motion information is recorded in a single 2D video. Depth information of complex 3D motion in, e.g., sports and dances, is lost when the 3D motion is projected onto the camera's 2D image plane. Moreover, some parts of the human body are occluded by other body parts. Thus, single video of human motion does not provide sufficient information for accurate and detailed motion analysis.

When the human motion is recorded by sufficiently many cameras placed at different viewing angles, the multiple-camera system can potentially overcome depth ambiguity and selfocclusion. For example, Gavrila and Davis [GD96] used four calibrated cameras to estimate the 3D motion of hand swaying and complex two-person Tango dance. Deutscher et al. [DBR00] used three calibrated cameras to estimate the 3D motion of walking with turning around.

3D human motion data can be directly captured using a 3D motion capture (MOCAP) system. Three basic kinds of MOCAP systems are available in the market: magnetic, optical, and electro-mechanical. Magnetic MOCAP systems capture body joints' position and rotation by a set of (e.g., 15) cabled magnetic sensors placed on body joints. Optical MOCAP systems use multiple (e.g., 4) cameras to track and estimate the motion of a number of (e.g., 30) reflective markers attached to body joints. Electro-mechanical MOCAP systems come with a suite that is worn by a person. They use potentiometers to measure the rotation of each body part by changes in voltages caused by the rotation of the rods connecting adjacent body joints. All the MOCAP systems require precise calibrations.

In comparison, a single-camera system is cheap but does not provide complete 3D motion
information. A multiple-camera system can potentially provide complete 3D information if sufficiently many cameras are used and the cameras are properly placed and set up to overcome self-occlusion. A magnetic MOCAP system is cheap (about US $\$ 40,000$ ), but it can only capture 3 D motion information in a small range (about 5 m ) because of the cables and space-limited magnetic field. An optical MOCAP system can capture 3D motion in a large range (about 10m if enough cameras are provided) but tends to be expensive (e.g., about US $\$ 100,000$ ) and requires constrained environment and precise multiple-camera calibration. An electro-mechanical MOCAP system is cheaper (e.g., about US $\$ 30,000$ ) than an optical MOCAP system. At the same time, it has a very wide operational range (about 30 m ), and is suitable for capturing complex and long-sequence motion.

In consideration of the above observations, we shall adopt the following setup in our studies. The 3D motion model of an expert will be captured using an electro-mechanical MOCAP system to obtain complete 3D motion information. This is done only once, so the time and effort put into capturing accurate data is not a major issue. On the other hand, to be practically affordable to general users, the novice's input motion will be captured by one or more cameras, depending on how many the novice can afford. If one camera is used, it is comparatively easy to be calibrated but depth ambiguity and self-occlusion may occur. If multiple cameras are used, it can alleviate or avoid depth ambiguity and self-occlusion but requires additional camera calibrations.

### 1.3 Outline of Thesis Proposal

In the following sections, we first formulate the problem of human motion analysis in our context (Section 2). This provides a concise definition of what we propose to study, and clarifies the concepts used in the following discussion. Then, existing work related to the proposed work is discussed and compared in Section 3. Next, possible approaches of solving the proposed problem are presented (Section 4), followed by preliminary work done and results obtained (Section 5). Section 6 outlines the remaining work to be carried out to complete the proposed work, along with the schedule. Finally, Section 7 concludes the thesis proposal.

## 2 Problem Description

To clearly describe the problem, it is necessary to first describe the characteristics of the inputs to the problem (Section 2.1). Due to the complexity of the problem, a simplified problem definition is given in Section 2.2 to clarify the major research issues involved. The actual problem to be solved is discussed later as problem variations in Section 4.

### 2.1 Input Characteristics

There are two inputs to the problem: 3D motion model and 2D input video.

## 3D Motion Model

The 3D motion model includes two independent parts and an optional part:

1. $H$ : human Body Model

This includes the general shapes and sizes of the human body parts, joints that connect the body parts, and the constraints on the joint rotation angles.
2. M: 3D Reference Motion
$M=\left\{\mathbf{p}_{t}, \boldsymbol{\theta}_{t}, \boldsymbol{\omega}_{i t}\right\}$, where $\mathbf{p}_{t}$ is the position and $\boldsymbol{\theta}_{t}$ is the global rotation of the human body in the world coordinate system at discrete time $t$. $\boldsymbol{\omega}_{i t}$ denotes the 3D angles of joint $i$ at time $t$ in the local (limb) coordinate system.
3. Optional Constraints

These include the relationships between body parts, or between body parts and the environment. For example, at a certain time instant, the two hands touch each other and one foot touches the ground.

Using $H$ and $M$, we can compute the model posture, position, and global orientation, denoted as $B_{t}$, at time $t$. The sequence of $B_{t}$ is called the reference motion. The optional constraints are not considered in the current proposal.

## 2D Input Video

Input video $m_{k}^{\prime}$ recorded by the $k^{t h}$ camera consists of a sequence of image frames $I_{k t^{\prime}}^{\prime}$ over time $t^{\prime}$. Each image $I_{k t^{\prime}}^{\prime}$ contains a person in a certain posture.

The inputs have the following characteristics:

1. Based on currently available hardware technologies, we can assume that the reference 3D motion is sampled at a higher rate than the input 2D motion. For example, our Gypsy4 MOCAP system captures 3D motion at 120 Hz whereas the video camcorders capture at 25 frames per second. So, it is necessary to establish a temporal correspondence between 2 D video time $t^{\prime}$ (i.e. frame number) and 3D motion time $t$. Let $C$ denote the mapping function from $t^{\prime}$ to $t$. Note that $C$ is not a linear function because of possible differences in speed and duration of movement between the reference motion and the input motion. For example, compared to the reference motion, the human in the input video may move faster or slower, or have different limb rotations. In general, $C$ should satisfy the temporal ordering constraint, i.e., for any two temporally ordered postures in the input motion, the two corresponding postures in the reference motion have the same temporal order.
2. In general, the human body model $H$ and the human in the input video $m^{\prime}$ can have different body size and limb lengths. To match them, it is necessary to adjust for differences in body size and limb lengths. Denote the adjustment function by $G$, and the adjustment of $H$ by $G(H)$.
3. The human motion in the input video is similar to the 3D reference motion. But there can be large differences between them in terms of direction, speed, and duration of movement of the limbs. These differences can be represented by the global translation and rotation of the 3D human body denoted by $T$ and the articulation of joints denoted by $A$.
4. Let $P_{k}$ denote the projection of the 3D human model to the image plane of the $k^{t h}$ camera, which includes camera interior and exterior parameters. It can be assumed that the camera interior parameters are fixed and known.

### 2.2 Simplified Problem Definition

The problem of interest is to determine the temporal correspondence between $t$ and $t^{\prime}$ and to compute the difference between input posture and reference posture at the corresponding time. Suppose we can extract feature points from the input images such that these feature points include the joints of the human body. Then, the problem can be defined as one of finding a spatial corresponding between the 3D joint positions and the possible 2D joint positions at the corresponding time. Let $\mathbf{X}_{i t}$ denote the 3D position of joint $i$ computed from $G(H)$ in $M$ at time $t$. Let $\mathbf{x}_{k j t^{\prime}}$ denote the 2 D position of feature point $j$ extracted from image $I_{k t^{\prime}}^{\prime}$ at time $t^{\prime}$. Let $g$ denote spatial the correspondence function from 3D joint $i$ to 2 D feature point $j$. Then, the problem of matching the 3D reference motion and the 2D input motion can be defined as the following spatiotemporal registration problem: determine the functions $G, P, T, C$ and $g$
that minimize the error $E$ :

$$
\begin{equation*}
E=\sum_{k} \sum_{t^{\prime}} \sum_{i}\left\|P_{k}\left(T_{C\left(t^{\prime}\right)}\left(\mathbf{X}_{i C\left(t^{\prime}\right)}\right)\right)-\mathbf{x}_{k g(i) t^{\prime}}\right\|^{2} . \tag{1}
\end{equation*}
$$

From this problem definition, we can see that matching the 3D reference motion and the 2D input motion requires, at least, solving the spatial registration problem (i.e., finding $P, T$, and $g$ ), the temporal correspondence problem (i.e., finding $C$ ), and finding the correct body adjustment function $G$.

Note that this is only a simplified problem definition that is used to illustrate the nature of the spatiotemporal registration problem, i.e., finding $G, P, T, C$ and $g$. The definition of the actual problem to be solved will be described in Section 4.

## 3 Related work

Some commercial products have been developed to determine the difference between two human motion sequences (Section 3.5). However, they require that two motion sequences to be compared are both 3D, which have to be captured by a 3D motion capture system. To the best of our knowledge, no research has been done on spatiotemporal registration between 3D human motion and 2D videos. Nevertheless, several research topics have close relationships with the proposed problem, including 3D articulated body tracking (Section 3.1), 3D articulated body posture estimation from single image (Section 3.2), video sequence alignment (Section 3.3) and motion retargetting (Section 3.4).

### 3.1 3D Articulated Body Tracking

### 3.1.1 Problem Description

The problem is to estimate 3D body posture of articulated objects (e.g., human body or hand) from single or multiple image sequences [SBF00, DBR00, ST01, ST03, SBR ${ }^{+} 04$, SMFW04]. Compared to the proposed problem, this problem does not make use of a reference motion $M$, but an articulated human body model $H$ is often required. In addition, there is no temporal correspondence problem because the multiple image sequences are synchronized. Furthermore, prior knowledge and constraints $Q$ are often used to obtain more accurate solutions. For example, the articulated body should not be self-intersecting, the range of joint angles are limited, the change of joint angles between adjacent frames is limited to a small range, etc. As a result, articulated body posture estimation can be viewed as finding adjustment function $G$, projection $P_{k}$, rigid transformation $T_{t}$, joint articulation $A_{t}$ that minimize $E$, subject to the constraints $Q$ :

$$
\begin{equation*}
E=\sum_{k} \sum_{t}\left\|f\left(P_{k}\left(T_{t}\left(A_{t}(G(H))\right)\right)\right)-f^{\prime}\left(I_{k t}^{\prime}\right)\right\|^{2} \tag{2}
\end{equation*}
$$

where $f$ and $f^{\prime}$ are feature extraction functions, e.g., edge detection functions. The recovered $T_{t}$ and $A_{t}$ give the position, orientation and posture of the input human at each time $t$.

### 3.1.2 Tracking Algorithm

In practice, 3D articulated body tracking is often formulated in the Bayesian framework [SBF00, DBR00, ST01, ST03]. In this framework, 3D articulated body tracking is to estimate the 3D body posture from each image based on the current and all previous images. Let the estimated 3D body posture at discrete time $t$ be denoted $B_{t}$ and its history $\mathcal{B}_{t}=\left(B_{1}, B_{2}, \ldots, B_{t}\right)$. Let the image features at time $t$ be $Z_{t}$ with history $\mathcal{Z}_{t}=\left(Z_{1}, Z_{2}, \ldots, Z_{t}\right)$. The problem is to obtain a good posterior $P\left(B_{t} \mid \mathcal{Z}_{t}\right)$ for estimating the 3D body posture at time $t$. In order to solve the
problem, it is usually reasonable to assume that (1) $B_{t}$ is conditionally independent of $B_{t-2}$ and $\mathcal{Z}_{t-1}$ given $B_{t-1}$ and (2) $Z_{t}$ is conditionally independent of $B_{t-1}$ and $\mathcal{Z}_{t-1}$ given $B_{t}$. Using the assumptions and Bayes Rule, it can be shown that [IB96]

$$
\begin{equation*}
P\left(B_{t} \mid \mathcal{Z}_{t}\right)=k_{t} P\left(Z_{t} \mid B_{t}\right) P\left(B_{t} \mid \mathcal{Z}_{t-1}\right) \tag{3}
\end{equation*}
$$

where $k_{t}$ is a normalization constant that does not depend on $B_{t}$, and $P\left(B_{t} \mid \mathcal{Z}_{t-1}\right)$ is given by the equation

$$
\begin{equation*}
P\left(B_{t} \mid \mathcal{Z}_{t-1}\right)=\int P\left(B_{t} \mid B_{t-1}\right) P\left(B_{t-1} \mid \mathcal{Z}_{t-1}\right) d B_{t-1} \tag{4}
\end{equation*}
$$

From Equation 3, we can see that the posterior probability distribution $P\left(B_{t} \mid \mathcal{Z}_{t}\right)$ can be obtained from the likelihood $P\left(Z_{t} \mid B_{t}\right)$, the state transition probability distribution $P\left(B_{t} \mid B_{t-1}\right)$, and the previous posterior probability distribution $P\left(B_{t-1} \mid \mathcal{Z}_{t-1}\right)$.

The posterior $P\left(B_{t} \mid \mathcal{Z}_{t}\right)$ is often multi-modal because of two reasons. First, $P\left(B_{t} \mid B_{t-1}\right)$ may be non-linear because of complex body motion in the tracking problem. It usually makes $P\left(B_{t} \mid \mathcal{Z}_{t-1}\right)$ be multi-modal. Second, the likelihood $P\left(Z_{t} \mid B_{t}\right)$ are often multi-modal due to self-occlusion, depth ambiguity, and clutter when tracking an articulated body.

The tracking algorithms have to account for the multi-modality of the posterior $P\left(B_{t} \mid \mathcal{Z}_{t}\right)$. Kalman filter and extended Kalman filter are not suitable for 3D body tracking because they assume the uni-modal distribution of $P\left(B_{t} \mid \mathcal{Z}_{t}\right)$. CONDENSATION [IB96] provides a general mechanism to deal with the non-Gaussian distribution of the posterior. The CONDENSATION algorithm has the following two main steps:

1. Predict probability distribution $P\left(B_{t} \mid \mathcal{Z}_{t-1}\right)$ of new state $B_{t}$ :

Draw samples $\mathbf{s}_{t}^{\prime(n)}$ by sampling the previous posterior $P\left(B_{t-1} \mid \mathcal{Z}_{t-1}\right)$ to represent $P\left(B_{t} \mid \mathcal{Z}_{t-1}\right)$.

Generate samples $\mathbf{s}_{t}^{(n)}$ by sampling from $P\left(B_{t} \mid B_{t-1}=\mathbf{s}_{t}^{\prime(n)}\right)$.
2. Measure and update prediction:

Set a weight to each sample $\mathbf{s}_{t}^{(n)}$ by measuring $P\left(Z_{t} \mid B_{t}=\mathbf{s}_{t}^{(n)}\right)$.

Although the original CONDENSATION can deal with multi-modal posterior, it may not be suitable for dealing with the high-dimensional 3D articulated body tracking. When the dimension increases, the number of samples required to represent the complete posterior increases exponentially [FP03b]. Since articulated body often has high degree of freedom (e.g., about 30 DOF), the traditional CONDENSATION is not practical under this condition. As a result, extensions and variations of CONDENSATION are proposed to deal with 3D articulated body tracking [DBR00, ST01].

There are two main issues in the extended CONDENSATION algorithms. One is how to measure the posterior $P\left(B_{t} \mid \mathcal{Z}_{t}\right)$ (Section 3.1.3). Another is the search strategy to find the good estimations of state $B_{t}$ (Section 3.1.4).

### 3.1.3 Measurement of Posterior Distribution $P\left(B_{t} \mid \mathcal{Z}_{t}\right)$

Since $P\left(B_{t} \mid \mathcal{Z}_{t}\right)$ is multi-modal and unknown in advance, $P\left(B_{t} \mid \mathcal{Z}_{t}\right)$ is often represented nonparametrically by a set of weighted samples. However, due to the high dimensionality (e.g., 30) of the body posture's state space, using a limited number of weighted samples is difficult to represent the complete posterior $P\left(B_{t} \mid \mathcal{Z}_{t}\right)$. Instead, some researchers use the weighted samples to represent just the significant peaks and points around the peaks of the posterior [CR99, DBR00, ST01].

Using this representation, one additional search step (Section 3.1.4) is required after predicting the prior $P\left(B_{t} \mid \mathcal{Z}_{t-1}\right)$ from $P\left(B_{t} \mid B_{t-1}\right)$ and previous posterior $P\left(B_{t-1} \mid \mathcal{Z}_{t-1}\right)$. Firstly, $P\left(B_{t} \mid B_{t-1}\right)$ can be derived from the human body dynamical model $B_{t}=\mathcal{F}\left(B_{t-1}\right)+\mathcal{G} w$ where $\mathcal{F}$ and $\mathcal{G}$ obtained in advance represent the deterministic and stochastic components of the dynamics and $w$ is the independent random noise variable. Then, $P\left(B_{t} \mid \mathcal{Z}_{t-1}\right)$ is predicted from $P\left(B_{t} \mid B_{t-1}\right)$ and previous posterior $P\left(B_{t-1} \mid \mathcal{Z}_{t-1}\right)$ (described in CONDENSATION). Finally, a search step tries to find the peaks of the likelihood function $P\left(Z_{t} \mid B_{t}\right)$ starting from the samples of $P\left(B_{t} \mid \mathcal{Z}_{t-1}\right)$. In the remainder of this section, we describe the method of likelihood estimation. And in next section (3.1.4), we describe search methods in the search step.

The likelihood can be estimated by similarity measure between the body posture $B_{t}$ projected into 2D image plane and the human figure in the input image. Many image features can be used to measure the similarity, such as edge [GD96, DBR00, WN99, ST01], intensity [BM98, SBF00, WN99, ST01], and silhouette [DF99, DBR00, ST01]:

1. Edge: It can be easily detected and partially invariant to viewpoint and lighting, but it cannot reflect changes due to rotation of a limb about its 3D symmetrical axis, which is along direction of the limb.
2. Intensity: It may be able to capture axial limb rotation, but it is sensitive to lighting, deformable clothing, or lack of image texture, in which cases it will decrease tracking performance and lead to tracking drift.
3. Silhouette: It provides strong global information if it can be obtained from the image, but it cannot reflect limb information if the limb is projected inside the body contour.

In practice, the above image features are often combined to measure the similarity [WN99, DBR00, SBF00, ST01].

### 3.1.4 Search Strategy

After the likelihood can be estimated for any body posture state, efficient search strategy is required to find the peaks of the likelihood function in the state space. Continuous local optimization methods (e.g. Newton method) are often used. Global optimization methods can also be used, which include multiple random start, sampling methods (including regular and stochastic sampling), smoothing method, simulated annealing, tabu search, etc. Furthermore, Nonparametric belief propagation (NBP) is a new search strategy that can search in a lower dimensional state space.

From the likelihood function, a cost function $c\left(B_{t}\right)$ can be easily obtained, e.g., $c\left(B_{t}\right)=$ $\exp \left\{-P\left(Z_{t} \mid B_{t}\right)\right\}$. So finding the peaks of the likelihood function is equivalent to finding the minimum of the cost function $c\left(B_{t}\right)$. In addition, prior knowledge or constraints can be combined into the cost function. The constraints can be used to reduce the valid search region in the state space.

## Continuous Local Optimization Method

Continuous local optimization methods [BM98, DCR01] incrementally update an existing state estimate, e.g., using the gradient direction to guide the search direction toward a local minimum. Local optimization methods can find local minima, but cannot guarantee global optimality.

## Multiple Random Start

Multiple random start [CR99, ST01] first selects random starting points in the search space and then performs local optimizations from these points. The local minimum with the smallest cost is considered as the global minimum. This method is the simplest global optimization method but it cannot guarantee that the global minimum is found.

## Sampling Methods

Regular sampling method evaluates the cost function at a predefined region of points in the state space, e.g., a local rectangular grid [GD96] around a point in the state space. From the sampled state points, it selects the state point which has the minimal cost. After that, a new round of sampling around the newly selected point can be performed iteratively.

Stochastic sampling method generates random sampling points according to some probability distribution encoding "good places to look". The distribution can be simple, such as Gaussian distribution [KM96]. It is straightforward to sample from such distribution. The distribution can also be complex in which direct sampling may be difficult. In such a case, importance sampling is often used [SBF00, DBR00]. From the sample points, the stochastic sampling method selects the point that has the minimal cost value as the search result. This method can also be iterated.

Densely sampling the entire state space would guarantee a good solution but is infeasible in a space with more than two or three dimensions. In order to obtain good state estimation in high dimensional state space, some researchers try to balance continuous local optimization method and sampling methods. For example, in [CR99, ST01], they first sampled a set of initial state points using sampling methods. For each sampled state point, they used local optimization method to find a corresponding point where the cost function is a local minimum. Then, among the set of local minimum points, they select the point at which the cost function is minimum. The combination of random sampling and local optimization can be viewed as the extension of multiple random start method.

## Smoothing Method

Smoothing method [MW97] tries to smooth the rugged surface of the cost function such that most or all local minimum disappear. Then, the remaining major features of the surface only show a single or only a few minima, in which case local optimization methods can be used to find these minima. After that, by adding more and more details, the approximations made by the smoothing are undone, and finally one ends up at the global minimum of the original cost function surface. This method can often find the global or at least a good local minimum.

## Simulated Annealing

Simulated annealing [Neu03] simulates the process of metal heating and slow cooling which brings the metal a more uniformly crystalline state with global minimum energy. In the process, the role of temperature is to allow the configurations to reach higher energy states with a probability given by Blotzmann's exponential law, such that they can overcome energy barriers that would otherwise force them into local minima. This method can converge in a probabilistic sense but is often very slow.

## Tabu Search

Tabu search [Neu03] is to 'forbid' new search points to be in the regions that have already been searched in the search space. This method can avoid being trapped in a local minimum and lead to exploring new regions, such that it has more probability of finding the global minimum. It is often used together with other search methods discussed above.

## Nonparametric Belief Propagation

High dimensionality of the state space is a main cause of the difficulty in 3D human body tracking. It is helpful to solve the problem in lower dimensional subspaces. Nonparametric belief propagation (NBP) [SIFW03, Isa03, SMFW04] is a new idea to solve 3D articulated body tracking in low (i.e., 6) dimensional state subspaces. It represents articulated body and the relationships between body parts by a graphical model. Every body part is encoded by one
node in the graph, and every edge connecting two nodes indicates that there are relationships between the two nodes. Instead of directly calculating the posterior $P\left(B_{t} \mid \mathcal{Z}_{t}\right)$, the method calculates the conditional marginal distribution of each graph node by propagating information between nodes. Since body part's state is a lower dimensional state, the 3D tracking problem has been transformed from estimating a single high dimensional body posture state to estimating a set of lower dimensional posture states of body parts.

The advantage of NBP is clear. In the lower dimensional state subspaces, a limited number of weighted samples can be used to represent the distribution of each body part configuration. The number of required samples increases linearly with respect to the number of body part. Furthermore, prior constraints may be more easily represented in NBP [SMFW04] compared to other algorithms.

However, it is difficult for NBP to deal with self-occlusion [SMFW04]. In NBP, each node (or body part) has its own likelihood function that is estimated by the similarity between samples and the corresponding image part. If the body part is partially or fully occluded by other body parts, the likelihood function cannot be correctly estimated by the similarity. Only if the tracked motion is known and simple such as walking, the observation function can be learned from the motion model to deal with self-occlusion $\left[\mathrm{SBR}^{+} 04\right]$. But this is not general because such motion model is generally unknown in 3D human body tracking.

### 3.2 3D Articulated Body Posture Estimation from Single Image

### 3.2.1 Problem Description

The problem is to estimate 3D body posture of articulated objects (e.g. human body or hand) from single image [HLF99, Bra99, AS00, RS00a, RAS01, MM02, AS03, GS03, SVD03, AT04, EL04, AASK04]. Compared to the proposed problem, this problem does not require an explicit 3D motion model which includes both $H$ and $M$, and there is no temporal correspondence problem because of single image.

### 3.2.2 Posture Estimation Algorithms

Since single image does not provide enough information for estimating the 3D body posture, a model should be provided in advance. This model may be simple, e.g., a large set of exemplars. It can also be trained, e.g., a non-linear mapping between image features and the 3D body posture.

Compared to 3D articulated body tracking, both exemplar-based and mapping functionbased methods can avoid the need for explicit initialization and 3D body modelling and render-
ing. However, the methods are limited to recover a small set of body posture which has been stored or learned.

## Exemplar-based method

Exemplar-based method [AS00, MM02, SVD03, AS03, AASK04] stores a set of exemplar images whose 3D posture is known, and estimates posture by searching for exemplars similar to each image. Since multiple body posture may have very similar corresponding images, this method often outputs multiple 3D body posture estimations for each image.

Because matching the image and each exemplar is often computationally expensive, researchers often save the computation by constructing an embedding [FL95, HS03, AASK04]. Embedding [TdSL00, RS00b] technique maps a point in the image space into another lowdimensional space, such that the similarity measurement between images can be efficiently computed in the embedded low space.

Exemplar-based method has its own advantage and disadvantage. It does not need to train a complex model. But it needs to store a large memory of exemplars. Since the exemplars record only a limited number of body posture information, it is not possible to obtain a good posture estimation if the body posture in the input image is different from those in the exemplars.

## Mapping Function-based Methods

These methods learn a nonlinear mapping function that represents the relationships between body image features and 3D body posture in the corresponding images. During learning, a rich set of image features (e.g., silhouette [EL04], histogram of shape context [AT04]) are extracted from each training image as the input, and the output is the known 3D posture in the corresponding training image. During posture estimation, the features in the input image is extracted and then input to the mapping function, and the output is the corresponding body posture estimation.

Agarwal and Triggs [AT04] used 100-dimensional local shapes of a human image silhouette as the input vector, and 55 -dimensional 3D full body posture features as the output. Given a set of labelled training examples, they used relevance vector machine [Tip00] to learn a nonlinear mapping function that consists of a set of weighted basis functions.

Rosales et al. [RS00a, RAS01] used Hu moment of the body image as the input vector, and 22 joint angles as the out vector. Given the training set, this method learned a set of forward mapping functions, each of which is a combination of sigmoidal and linear functions, using EM technique. Using their algorithm, a complex many-to-many mapping can be obtained which mainly consists of the combination of the learned mapping functions.

Recently, manifold is used in posture estimation. A manifold is a topological space that
is locally Euclidean. If the input image comes from a known type of 3D motion model (e.g. walking), the 3D motion model can be represented as a nonlinear manifold in a high-dimensional space. By mapping the manifold into a lower dimensional space using embedding technique, and learning the two nonlinear mappings between the embedded manifold and both visual input (i.e., silhouette) space and 3D body configuration (i.e., body posture) space, 3D body posture can be estimated from each input image by the two mapping functions. Elgammal and Lee [EL04] used Generalized Radial Basis Function (GRBF) interpolation framework for the nonlinear mapping.

Mapping function-based methods can directly estimate body posture from single image. However, they also have shortcomings. Because the true distribution of the high-dimensional articulated body posture is very complex, such methods may only deal with a small set of body posture. Also, when using manifold for learning mappings, the methods [EL04] are limited to recovering the body posture which is similar to those in the 3D motion model.

### 3.3 Video Sequence Alignment

### 3.3.1 Problem Description

Video sequence alignment [Ste98, GP99, LRS00, CI00, CI01, CI02, CSI02, RGSM03] is to establish 2D image point correspondence both in time and in space between two video sequences. Suppose one video sequence is $I_{t}, t=1, \ldots, l$ and another is $I_{t^{\prime}}, t^{\prime}=1, \ldots, l^{\prime}$, video sequence alignment can be viewed as finding spatial transformation $T$ (between two camera image planes) and temporal correspondence function $C$ that minimize $E$.

$$
\begin{equation*}
E=\frac{1}{l^{\prime}} \sum_{t^{\prime}=1}^{l^{\prime}}\left\|f\left(T\left(I_{C\left(t^{\prime}\right)}\right)\right)-f\left(I_{t^{\prime}}\right)\right\|^{2} \tag{5}
\end{equation*}
$$

Compared to the proposed problem, video sequence alignment just need to find a constant spatial transformation $T$ and a temporal correspondence $C$ between two video sequences. It does not use 3D motion information. Therefore, it cannot analyze the detailed difference of two human motion in two video sequences.

In video sequence alignment in which the sequences capture the same motion, it is often assumed that the cameras are far from the object points so that object motion can be viewed as roughly planar. Under this assumption, spatial transformation $T$ between two video sequences can be considered as a homography [Fau93]. However, it does not mean that the two video sequences cannot capture 3D motion. When the two cameras capture 3D motion, essential or fundamental matrix can be used to approximate the spatial transformation $T$ [RGSM03].

In order to solve the problem, feature points are first extracted in both video sequences. $T$
and $C$ are then determined using corresponding feature points.

### 3.3.2 Sequence Alignment Algorithms

Before sequence alignment, 2D feature points are often tracked in each video sequence. According to whether two video cameras record the same motion of the same person or the motion of two persons, two main kinds of methods are used respectively: linear temporal correspondence and dynamic time warping.

## Linear Temporal Correspondence

When the two video cameras are fixed during recording the same motion, it is reasonable to assume that there is a linear temporal correspondence $C$ between the two video sequences, i.e., $t=C\left(t^{\prime}\right)=s t^{\prime}+\Delta t^{\prime}$, where $s$ denotes the ratio of frame rates of the two cameras [Ste98, CSI02].

Trajectory correspondence is often used instead of point correspondence when solving video sequence alignment [CI02, CSI02, RGSM03]. In this case, each motion is considered to be composed of a set of feature point trajectories. Each feature point trajectory is a trajectory of an object point representing its location in each frame along the temporal sequence (Figure 2). The main idea of solving video sequence alignment can be summarized as [CI02]:

1. Randomly select a number $(N)$ of pairs of possibly corresponding trajectories.
2. For each pair of trajectories, estimate a pair of $T$ and $C$.
3. Finally, select the pair of $T$ and $C$ from the estimated $N$ pairs which minimize the error $E$. Theoretically, all pairs of possibly corresponding trajectories between the two videos should be explored. In real implementation, hypothesize-and-test paradigm is used to eliminate exhaustive searching for possible matches. It often randomly selects part of the possibly corresponding trajectories as the hypotheses [CI02].
The main difficulty in the above method is to estimate $T$ and $C$ for each pair of trajectories. During the estimation of $T$ and $C$, one often assumes that the $s$ parameter in $C$ is known [Ste98, CSI02] (e.g., between PAL and NTSC sequence, it is $s=25 / 30=5 / 6$ ). So far, for $C$, one only needs to estimate the time offset $\Delta t^{\prime}$ between two sequences. Stein's method [Ste98] exhaustively searched all possible real-value time offset $\Delta t^{\prime}$. On the other, the method of Caspi et al. [CSI02] exhaustively searched all possible integer time offset $\Delta t^{\prime}$. For each $\Delta t^{\prime}$, they estimated $T$ by minimizing the difference between one trajectory and the other transformed trajectory.

The above method can align two video sequences that capture the same dynamic scene by different types of sensors (e.g., light and infrared) or in slightly different view points or zooms. However, it often assumes that each moving object is rigid and can be viewed as one


Figure 2: Trajectories in two video sequences. (a) and (b) display the trajectories of the moving objects over time captured in two video sequences (from [CSI02]).
motion point. Therefore, it cannot align complex motion sequences such as 3 D human motion. Moreover, since it assumes that two video sequences have a linear time offset, it may fail for videos with a dynamic time shift.

## Dynamic Time Warping

Recently, Rao et al. [RGSM03] proposed a novel method to establish temporal correspondence between two videos. The videos may not capture the same dynamic scene, but they should capture similar motion such as two individuals doing the same motion. The authors assume that the point trajectories have been found and only need to align the two videos temporally. The temporal correspondence function is denoted by $C, t=C\left(t^{\prime}\right)$. They used the fundamental matrix $\mathbf{F}$ to approximate the spatial transformation $T$. That is, between corresponding points $\left(u\left(C\left(t^{\prime}\right)\right), v\left(C\left(t^{\prime}\right)\right)\right)$ and $\left(u^{\prime}\left(t^{\prime}\right), v^{\prime}\left(t^{\prime}\right)\right)$, the ideal difference $d\left(t^{\prime}\right)$ is:

$$
d\left(t^{\prime}\right)=\left[\begin{array}{l}
u\left(C\left(t^{\prime}\right)\right)  \tag{6}\\
v\left(C\left(t^{\prime}\right)\right) \\
1
\end{array}\right]^{T} \mathbf{F}\left[\begin{array}{l}
u^{\prime}\left(t^{\prime}\right) \\
v^{\prime}\left(t^{\prime}\right) \\
1
\end{array}\right]=0
$$

Then, the difference $e$ between the two trajectories can be defined as the mean-squared difference:

$$
\begin{equation*}
e=\frac{1}{l} \sum_{t=1}^{l} d^{2}\left(t^{\prime}\right) \tag{7}
\end{equation*}
$$

Now the problem of temporal alignment is transformed to that of finding $\mathbf{F}$ and $C$ that minimize the error $e$.

Noticing that $\mathbf{F}$ is used here only for measuring the difference between the two trajectories, Rao et al. did not directly solve $\mathbf{F}$ but indirectly obtain a difference value between the trajectories from $\mathbf{F}$. From Equation 6, using a set of corresponding points, they get $\mathbf{M f}=0$, where $\mathbf{M}$ is derived from the coordinates of corresponding points, and $\mathbf{f}$ is derived from the elements of $\mathbf{F}$. For a solution of $\mathbf{f}$ to exist, $\mathbf{M}$ must have a rank of at most eight. However, due to noise and alignment error, the rank of $\mathbf{M}$ may not be exactly eight. In this case, they use the $9^{t h}$ singular value of $\mathbf{M}$ to measure the match of two trajectories. Under such a measurement, they use Dynamic Time Warping (DTW) to find the temporal correspondence function C. DTW is a well-known dynamic programming technique that matches a test sequence with a reference sequence if their time scales are not linearly aligned but when time ordering constraint holds [MRR80]. It finds an optimal match between the reference sequence and the input sequence by stretching and compressing sections of the reference sequence.

### 3.4 Motion Retargetting

### 3.4.1 Problem Description

Motion retargetting is to adapt a 3D motion from one character to another [Gle98, LS99]. In computer animation, in order to make use of the captured data of human motion, animators often need to adapt them to a different character. Here we only discuss articulated characters (Figure 3).

During motion retargetting, some important properties or constraints $Q$ should be preserved. One category of constraints, namely character constraints, describes the configuration of the articulated characters, such as the range of joint angles and the anatomical relationship among the joints. The second category of constraints, namely spatial constraints, describes the the specific configuration of the articulated characters in some time instants. For instance, the feet must touch the floor in


Figure 3: Motion retargetting. Walking motion is retargetted from the right character to the center and the left characters. The three characters have similar articulated structure but different limb and body lengths (from [LS99]). some time instants in walking motion. Another category of constraints, namely dynamics constraints, describes that the retargetted motion should have no artifacts compared with the original motion. For instance, the retargetted walking should have no jerkiness.

Let $M=\left\{\mathbf{X}_{i t}\right\}$ and $M^{\prime}=\left\{\mathbf{X}_{i t}^{\prime}\right\}$ denote the source motion the retargetted motion respectively. The symbols $\mathbf{X}_{i t}$ and $\mathbf{X}_{i t}^{\prime}$ denote the positions of joint $i$ in the source motion and
retargetted motion at time $t$. The source and target articulated characters have the same structure and their corresponding joints are known. Furthermore, the difference between $M$ and $M^{\prime}$ is often measured in terms of features $\mathbf{f}$, such as joint angles, to remove the need to detect spatial transformation between the joint points. So, the difference $E$ between motion $M$ and $M^{\prime}$ can be denoted by:

$$
\begin{equation*}
E=\frac{1}{n l} \sum_{t=1}^{l} \sum_{i=0}^{n}\left\|\mathbf{f}\left(\mathbf{X}_{i t}\right)-\mathbf{f}\left(\mathbf{X}_{i t}^{\prime}\right)\right\|^{2} \tag{8}
\end{equation*}
$$

Then, motion retargetting can be defined as finding the motion $M^{\prime}$ that minimizes the error $E$ subject to the constraints $Q$.

In motion retargetting, the two articulated characters' body models are known, one only needs to adapt the motion from one body model to another body model under some constraints. In comparison, in our proposed problem, one articulated model is known, but the other articulated model corresponding to the body in image sequences is unknown. In order to register two human motion, one needs not only to find the second articulated body model, but also to retarget the reference motion to the second model.

### 3.4.2 Retargetting Algorithms

From the above problem description, we can see that the key difficulty is how to handle constraints $Q$ such that the retargetted motion $M^{\prime}$ of the new character satisfies constraints $Q$ and is similar to the source motion $M$. There are two major methods of handling constraints in motion retargetting [Gle01]: per-frame inverse kinematics plus filtering (PFIK+K), and space-time method.

## PFIK+K Method

In motion retargetting, the handling of spatial constraints and character constraints is typically called "inverse kinematics". Inverse kinematics (IK) is a process for determining the configuration parameters (e.g., joint angles) of a character based on specifications of some posture features, such as end-effector (e.g., feet and hand) positions. The relationships between the end-effector positions and the configuration parameters are often non-linear and quite complex. This means that IK solvers often must rely on sophisticated methods. The typical IK solvers fall into two categories: analytic methods and numerical methods.

Analytic methods use closed form geometric equation to compute the configurations of a character's parameters directly. Given a set of spatial constraints (e.g., hands and feet positions), geometric equations can directly obtain the configurations (e.g., joint angles) of a character. Although analytic methods can provide guaranteed fast solutions [TGB00], they lack flexibility in how they choose solutions in under-constrained cases and in what types of
problems they can handle.
Numerical methods construct a cost function that combines spatial constraints, character constraints, and the error between corresponding motion frames. They use optimization techniques (e.g., gradient method) to provide a more general, albeit computationally expensive, IK solution. Because the inverse kinematic equations are nonlinear, numerical methods often search iteratively for possible solutions using standard optimization techniques. Lee and Shin [Lee 1999] presented an IK solver that combines analytic and numerical methods. They employed analytic method for the limbs, where closed form solutions are available, and used numerical method to optimize the other configuration of of human body.

The PFIK + K method [LS99, Gle01] includes one initialization and one iterative process. The initialization is to directly generate the initial motion $M^{\prime}$ of the new character. For each joint in $M^{\prime}$, it has the same feature $\mathbf{f}$ (e.g., joint angle) as that in $M$. The iterative process includes two steps. The first step uses an inverse kinematics solver applied to each frame of the initial motion $M^{\prime}$ to handle spatial constraints and character constraints. This step can obtain the configuration of the character for each frame of the motion $M^{\prime}$. Although the character configuration satisfies spatial constraints and character constraints for each frame, the motion $M^{\prime}$ consisting of the frames may have artifacts and visually unnatural motion because the first step does not consider the possible relationships among multiple frames. Such possible artifacts can be resolved in the second step.

The second step provides a global process that considers multiple frames together to remove artifacts. It is often a low-pass filter which removes the spikes and other discontinuities among multiple frames caused by the first step. Because the two steps are performed independently, one may undo the work done by the other. Therefore, they are often interleaved in an iterative process.

## Space-time Method

Compared to PFIK+K, space-time method [WK88, Coh92, Gle97, GL98, Gle98] does not consider the frames individually but the whole motion. The method uses motion-displacement $D=\left\{\mathbf{d}_{i}(t)=\mathbf{f}\left(\mathbf{X}_{i t}\right)-\mathbf{f}\left(\mathbf{X}_{i t}^{\prime}\right) \mid i=1, \ldots, n ; t=1, \ldots, l\right\}$ to represent the difference between motion $M$ and $M^{\prime}$, where $\mathbf{f}$ denotes the feature of points $\mathbf{X}_{i t}$ and $\mathbf{X}_{i t}^{\prime}$. Then, cubic B-splines are used to represent $D$. B-spline can be used as a low-pass filter to solve the dynamics constraints. For the spatial constraints and character constraints, space-time method represent them by a set of equations and inequalities. Then retargetting problem is transformed to minimizing $e=\sum_{i, t} \mathbf{d}_{i}^{2}(t)$ subject to the set of equations and inequalities. This is a standard constrained optimization problem. It can be directly solved by quadratic programming method [WK88, Coh92]. It can also be transformed to unconstrained optimization problem by constructing a cost function that combines $e$ and the set of equations and inequalities. Gradient
method [Gle98] can be used to solve such unconstrained optimization problem.
The power of the space-time constraints method is also its drawback. While the method provides tremendous opportunity to define constraints and objective functions that describe properties of the motion, these must be defined for the method to work. Defining such mathematical characterizations for motion properties is a challenging task. Also, the method requires solving a single mathematical problem for the entire motion. This leads to very large constrained optimization problems that are usually very difficult to solve.

### 3.5 Commercial Training Systems

There are commercial products that can measure the detailed difference between two human motion, e.g., 3D-Golf ${ }^{\mathrm{TM}}$ and 6D-Research ${ }^{\mathrm{TM}}$.

3D-Golf ${ }^{T M}$ is a real-time golf swing analysis and training system. The golfer's swing is captured and the important characteristics are calculated and compared to a reference motion. It can measure all aspects of the swing in position and orientation. It also gives suggestions for swing correction and drills for practice.

Similarly, 6D-Research ${ }^{\mathrm{TM}}$ is designed for high-accuracy applications of motion measurement and biomechanics research. It can be tailored to many motion measurement applications. Some training centers such as the US Olympic Committee and the Australian Institute of Sport have used it for sport training.


Figure 4: Motion capture

These systems use electromagnetic motion capture devices to obtain 3D motion information. Special hardware and software are required, and special devices including multiple electromagnetic sensors have to be attached onto the human body (Figure 4). Although they may be applicable to some kinds of motion and affordable to special training centers, such systems may not be applicable to complex sport coaching and self-coaching where the devices are not affordable or not permitted to be attached to human body.

## 4 Approaches

In the simplified problem defined in Section 2.2, 2D feature points have to be extracted from the input images in order to perform spatiotemporal registration. However, in practice, it is very difficult to extract possible joint points from the input images without a large number of false alarms. Moreover, some joint points will be missed due to occlusion of body parts. On the other hand, assuming only a single moving person and stationary cameras, it is much easier to remove the background to isolate the human body regions in the input images. Let $S_{k t^{\prime}}$ denote the human body region in image $I_{k t^{\prime}}^{\prime}$ at time $t^{\prime}$. In the following, we will discuss three possible approaches for solving the proposed problem by describing three variations of the problem definition.

### 4.1 Problem Definition: Variation 1

This variation defines the problem as a match between the projected model of $B_{t}$ and the human body region $S_{k t^{\prime}}$ in $I_{k t^{\prime}}^{\prime}$. It takes into account adjustment $G$ of difference in body size, global rigid-body transformation $T$ (rotation and translation) of human body, and projection $P$ of 3D model to image plane. The problem is to determine the functions $P, T, G$ and $C$ that minimize the error $E$ :

$$
\begin{equation*}
E=\sum_{k} \sum_{t^{\prime}}\left\|P_{k}\left(T_{C\left(t^{\prime}\right)}\left(G\left(B_{C\left(t^{\prime}\right)}\right)\right)\right)-S_{k t^{\prime}}\right\|^{2} \tag{9}
\end{equation*}
$$

where $\|\cdot\|$ denotes an appropriate difference measure between the projected model and the input body region.

This problem defines a spatiotemporal registration between the 3D reference motion and the 2 D input motion. But, it does not allow for the computation of the detailed difference in joint angles between the reference and the input motion. The difference between the reference motion and the input motion is given only by the global rigid-body transformation $T$ and the temporal correspondence $C$.

### 4.2 Problem Definition: Variation 2

Given enough cameras, it is possible to recover 3D human motion from 2D input videos. Then, the recovered 3D human motion can be compared with the 3D reference motion. This problem formulation thus consists of two sub-problems.

## 1. Recovery of 3D Motion from Multiple 2D Videos

This sub-problem has to take into account the differences in body size and limb lengths,
where $G$ adjusts for the difference between the human model $H$ and the human body in the input videos. The motion recovery problem can be defined as one that matches the projection of an articulated human model with the human body region in the input image. Thus, this sub-problem is to determine the functions $P, T^{\prime}, A^{\prime}$ and $G$ that minimize the error $E_{1}$ :

$$
\begin{equation*}
E_{1}=\sum_{k} \sum_{t^{\prime}}\left\|P_{k}\left(T_{t^{\prime}}^{\prime}\left(A_{t^{\prime}}^{\prime}(G(H))\right)\right)-S_{k t^{\prime}}\right\|^{2} \tag{10}
\end{equation*}
$$

where $T^{\prime}$ denotes rigid-body transformation and $A^{\prime}$ denotes articulation of joints.

## 2. Comparison of 3D Motion

Let $B_{t^{\prime}}^{\prime}=T_{t^{\prime}}^{\prime}\left(A_{t^{\prime}}^{\prime}(G(H))\right)$ denote the recovered 3D human posture at time $t^{\prime}$. Then, this sub-problem is to determine the functions $T, A$ and $C$ that minimize the error $E_{2}$ :

$$
\begin{equation*}
E_{2}=\sum_{t^{\prime}}\left\|T_{C\left(t^{\prime}\right)}\left(A_{C\left(t^{\prime}\right)}\left(G\left(B_{C\left(t^{\prime}\right)}\right)\right)\right)-B_{t^{\prime}}^{\prime}\right\|^{2} . \tag{11}
\end{equation*}
$$

The difference between the reference motion and the input motion is given by $T, A$ and $C$.
This approach has two separate minimization stages. The first stage has a very large search space because it needs to articulate a static 3D model $H$ into the postures that will match the human regions in the images. Even if possible constraints like body joint range and motion smoothness are considered, reliably and accurately recovering $B^{\prime}$ is still a difficult and complex problem, which requires enough cameras. In the second stage, since $B_{t^{\prime}}^{\prime}$ and $B_{t}$ are both 3D postures, $T$ and $A$ can be more easily computed if $C$ is accurately determined.

In the case of single camera, the problem will become more complex and ill-posed. Since multiple postures may have the same 2D projection in the image, we cannot reconstruct a single posture $B_{t^{\prime}}^{\prime}$ but a set of possible postures $B_{t^{\prime} j}^{\prime}$ at each time $t^{\prime}$. As a result, in the second stage, we have to determine the best matching posture among those in the set. Let $j\left(t^{\prime}\right)$ denote the index of the best posture in the set at time $t^{\prime}$. Then the second subproblem is to determine the $T, A, C$ and $j\left(t^{\prime}\right)$ that minimize $E_{2}$ :

$$
\begin{equation*}
E_{2}=\sum_{t^{\prime}}\left\|T_{C\left(t^{\prime}\right)}\left(A_{C\left(t^{\prime}\right)}\left(G\left(B_{C\left(t^{\prime}\right)}\right)\right)\right)-B_{t^{\prime} j\left(t^{\prime}\right)}^{\prime}\right\|^{2} . \tag{12}
\end{equation*}
$$

### 4.3 Problem Definition: Variation 3

This variation is an extension of problem variation 1 by including articulation $A$ of 3 D model. The problem can be defined as finding the functions $P, T, A, G$ and $C$ that minimize the error E:

$$
\begin{equation*}
E=\sum_{k} \sum_{t^{\prime}}\left\|P_{k}\left(T_{C\left(t^{\prime}\right)}\left(A_{C\left(t^{\prime}\right)}\left(G\left(B_{C\left(t^{\prime}\right)}\right)\right)\right)\right)-S_{k t^{\prime}}\right\|^{2} . \tag{13}
\end{equation*}
$$

The difference between the reference motion and the input motion is given by $T, A$ and $C$.
In comparison, variation 1 cannot compute the detailed difference in joint angles between the reference motion and the input motion. Variation 2 can compute the detailed difference between the two motion. But it requires enough multiple cameras to recover the 3D motion from the input videos, and there is a large search space during recovery. In the case of single or insufficient cameras, it is difficult to recover the postures at each time, and the second stage becomes a more difficult sub-problem. Variation 3 can compute the detailed difference between the two motion in a unified step. It also has a smaller search space than problem variation 2. Compared to variation 1 and 2 , variation 3 is more promising. We will focus on variation 3 and discuss the main ideas for solving variation 3 in Section 4.4.

### 4.4 Main Ideas for Solving Problem Variation 3

From Equation 13, we can see that the proposed problem is a high-dimensional optimization problem. It is infeasible to directly solve it. In practice, we try to solve the problem in the following stages: initialization, approximate solution, solution refinement.

### 4.4.1 Initialization

In the initialization stage, each camera projection function $P_{k}$ and the body adjustment function $G$ will be determined. Since these functions are constant over time in the input videos, they need to be determined only once.

Each $P_{k}$ can be easily determined. First, corresponding feature points in some image frames of $m_{k}^{\prime}$ can be identified manually or automatically. Then, the projection function $P_{k}$ for each camera $k$ can be computed using these corresponding points.
$G$ is manually computed at present. $G$ is the adjustment between human body model $H$ and the human body in input videos. In order to find $G$, it is necessary to know the corresponding image parts of each human body part in at least one input image. In practice, as most researchers do, we manually set $G$ by comparing the human model and the human body in the input images. This procedure produces an adjusted human body model $G(H)$ which matches the size and limb lengths of the human body in the input videos.

### 4.4.2 Approximate Solution

In the second stage, approximate solutions would be determined by solving problem variation 1 . The global transformation $T$ at each time and the temporal correspondence $C$ can be obtained in this stage.

First, for each input image, the global rigid-body transformation $T$ between each 3D posture $B_{t}$ and the human figure $S_{k t^{\prime}}$ in the input image can be determined, by minimizing the error between the projection of the transformed 3D posture and the human figure in the input image. Multiple random search method described in Section 3.1.4 can be used to find the best $T$.

Then, Dynamic Time Warping (DTW) can be used to determine the approximate temporal correspondence $C$. DTW is a dynamic programming technique. In the DTW method, here we can use the minimum error between any pair of 3D posture and 2D input image obtained in the first step as the distance between the pair. At the same time, we use the temporal order constraint in the DTW, i.e., the corresponding two 3D postures should have the same time order as the two input images.

From the second step, we can obtain the approximate $C$. And for each pair of corresponding 3D posture and 2D input image, the $T$ obtained in the first step is the approximate solution of global rigid-body transformation.

### 4.4.3 Solution Refinement

In the third stage, the optimal $C, T$ and $A$ will be determined. First, using the approximate solutions of $C$ and $T$ from the second stage, we can obtain the initial body posture estimations for each input image. Then, starting from the initial estimations, perform an iterative refinement to determine the $T$ and $A$ for every input image. The iterative refinement is the most difficult part in our proposed problem. It is actually an optimization process. Finally, $C$ will be refined, and corresponding new $T$ and $A$ will be directly obtain based on the refined $C$.

We can make use of the reference motion to search for the $T$ and $A$. Since the human body in the input video tries to perform the same motion as the reference motion, the input motion and the reference motion are similar at least in some corresponding frames. In these pairs of corresponding frames, the postures in the reference motion may provide good initial body posture estimations (and corresponding good $T$ and $A$ ) to the input images when estimating body posture. These initial estimations can also serve as good initial estimations for neighboring input images by propagating information to the neighbors. In each propagation iteration, for every input image, new posture estimations are searched from previous iteration's posture estimations of the current image and the neighboring images. This approach reduces the size of search space for optimal solutions.

In each propagation iteration, many search methods can be used to find $T$ and $A$ for each input image, including continuous local optimization methods, sampling methods and NBP based methods (Section 3.1.4), etc. The preliminary result based on the NBP technique will be described in Section 5.2.

In order to help find the best body posture and corresponding $T$ and $A$ for each input image, prior constraints can be used to constrain and reduce the search region in the parameter space. For example, body parts cannot penetrate each other, body joints have limited ranges of variation, and the change of joint angles between adjacent input images is limited to a small range. These constraints can be added to the search algorithm.

Finally, $C$ (and corresponding new $T$ and $A$ ) will be refined. From the above discussion, we can see that given any temporal correspondence $C$, at least a pair of $T$ and $A$ can be obtained such that $E$ has the same minimum. That means there are many global minima existing in the problem. In order to obtain the good solution of $T, A$ and $C$, we can use one reasonable prior knowledge that the sum of difference in articulation between two motion should be as small as possible. This knowledge comes from the intuition of using as small modification as possible to change the input motion to the reference motion. That is,

$$
\begin{equation*}
E_{A}=\sum_{t^{\prime}=1}\left\|A_{C\left(t^{\prime}\right)}\right\|^{2} \tag{14}
\end{equation*}
$$

should be minimized.
The minimization of $E_{A}$ can start from the result of the above iterative refinement. First, we obtain the 3D posture of each input image by transformation $T$ and $A$ of the posture in the reference motion. Then, minimize $E_{A}$ by dynamic programming technique which registers the reference motion and the recovered 3D posture sequence. From the minimization result, we can obtain the optimal $T, A$ and $C$.

Note that the above approach is different from that in problem variation 2. In variation $2,3 \mathrm{D}$ motion is recovered independent of the reference motion. In comparison, in the above approach, the reference motion information is used throughout the whole algorithms. It plays an important role especially in the third stage where the reference motion is used to help search for good posture estimations and corresponding $T$ and $A$.

### 4.4.4 Handling Local Minima

Handling local minima during searching is an important issue for us to find the global minimum. There are three independent ways which are often used together to deal with this issue: (1) reducing the number of local minima, (2) finding good initial estimates, and (3) using global optimization methods.

The number of local minima can be reduced by carefully designing matching cost function. For example, Sminchisescu and Triggs used robust (Lorentzian and Leclerc) function to measure the error during matching [ST01], which can smooth the original error function. They also used a Gaussian kernel to smooth the extracted edges before using the edge feature for matching. In
addition, they combined prior knowledge or constraints into the cost function to reduced search region such that the local minima outside the search region do not appear in the cost function. The constraints were represented mathematically and considered as part of the cost function.

Good initializations can help find the global minimum easily, without considering the effect of many other local minima. If good initial estimates can be obtained in advance which lie at the vicinity of global minimum, local optimization methods (e.g., gradient method, Newton method, Levenberg-Marquardt method) is enough for finding the global minimum. In our propose problem, at least for some input images, the good initial estimates can be obtained from the reference motion after the approximate $C$ and $T$ are obtained.

The third way is using global optimization methods during search. From Section 4.4.3, we can see that the difficult task is an optimization process in the continuous parameter space. The global optimization methods described in Section 3.1.4 can be used in our proposed problem. For example, multiple random start and sampling method can be combined to search for the global minimum [CR99, ST01], where sampling method provide good samples for the multiple random start method. During search, smoothing method can be used to smooth the cost function. Tabu method can record the history of searched region such that new search points are in the new region.

## 5 Preliminary Work

This section describes preliminary work done and results obtained. The objectives of the preliminary work are to investigate methods of solving simplified versions of the proposed problem. Solving these simplified problems helps us to understand the difficulties of the problems and the properties and behaviors of the methods.

Two types of problems are considered. Section 5.1 focuses on 3D-2D Motion Registration of Articulated Stick Figure. Section 5.2 discusses 3D articulated body posture refinement from single image.

### 5.1 3D-2D Motion Registration of Articulated Stick Figure



Figure 5: Stick figure. (a) is a 3D articulated stick figure of human model. (b) is one posture projection of the 3D stick figure model from certain viewpoint.

This section describes methods of performing motion registration of a 3D articulated stick figure of a human model (Figure 5 (a)) and its 2D projection (Figure 5 (b)) through a single perspective camera projection. That is, the methods solve the simplified problem defined in Section 2.2. In particular, since the 2D image is the projection of the 3D model, there is no need to adjust for difference in body size and limb lengths between the 3D model and the stick figure in the 2D image. That is, the body-size adjustment function $G$ is a unity function.

For this kind of simplified problem, the correspondence between the joints of the 3D model and their 2D projections are known. The projection function $P$ is also known. So, the purpose of solving this problem is to learn how to determine the global rotation and translation (Section 5.1.1) of the 3D model and the temporal correspondence (Section 5.1.2).

### 5.1.1 Determining Global Rotation and Translation

## Objective

In this case, each 3D posture $B_{t}$ of the 3D model at time $t$ is projected to a corresponding 2 D posture $B_{t}^{\prime}$ at the same time instance. So, the temporal correspondence $C$ is a unity function $C(t)=t$.

Let $\mathbf{X}_{i}$ denote the homogeneous coordinates of a joint in the 3D model, and $\mathbf{x}_{i}$ the homogeneous coordinates of its 2D projection. The relationship between $\mathbf{X}_{i}$ and $\mathbf{x}_{i}$ under perspective projection $\mathbf{P}$ and 3D rotation $\mathbf{R}$ and translation $\mathbf{T}$ is given by:

$$
\begin{equation*}
\mathbf{x}_{i}=\mathbf{P}[\mathbf{R} \mathbf{T}] \mathbf{X}_{i} \tag{15}
\end{equation*}
$$

where

$$
\mathbf{P}=\left[\begin{array}{lll}
f & 0 & 0  \tag{16}\\
0 & f & 0 \\
0 & 0 & 1
\end{array}\right]
$$

and $f$ is known. Equation 15 describes a nonlinear transformation, and $\mathbf{R}$ is a rotation matrix that is orthonormal. The objective is to determine the optimal $\mathbf{R}$ and $\mathbf{T}$ at each time instance $t$ independently.

## Method

The method I used to solve for $\mathbf{R}$ and $\mathbf{T}$ is taken from [FP03a]. This method first obtains the product $\mathbf{P}[\mathbf{R} \mathbf{T}]$ as a single unconstrained matrix $\mathbf{G}$ with 12 parameters. Then, it uses $\mathbf{G}$ to solve for the least-square solution of $\mathbf{R}$ and $\mathbf{T}$, which together have only 6 parameters.

The matrix $\mathbf{G}$ can be easily obtained by solving the following equation using linear leastsquare:

$$
\begin{equation*}
\mathbf{x}_{i}=\mathbf{G} \mathbf{X}_{i} i=1, \ldots, n \tag{17}
\end{equation*}
$$

where $n$ is the number of joints.
After obtaining $\mathbf{G}, \mathbf{R}$ and $\mathbf{T}$ are determined using Newton method. Let $\boldsymbol{\Theta}$ denote the vector that contains the three rotation parameters and the three translation parameters. Let $\mathbf{e}_{i}$ denote the error between the corresponding points

$$
\begin{equation*}
\mathbf{e}_{i}=\mathbf{P}[\mathbf{R} \mathbf{T}] \mathbf{X}_{i}-\mathbf{x}_{i} \tag{18}
\end{equation*}
$$

and $e_{i x}$ and $e_{i y}$ denote the $x$ - and $y$-components of $\mathbf{e}_{i}$ in the normal 2D spatial coordinate system. That is, $e_{i x}$ and $e_{i y}$ are normalized by the third component of $\mathbf{e}_{i}$, which is represented in the homogeneous coordinate system.

Let $\mathbf{E}$ denote the error vector that contains $e_{i x}$ and $e_{i y}$, for $i=1, \ldots, n$. The Newton method solves for the optimal $\boldsymbol{\Theta}$ that minimizes $\|\mathbf{E}\|^{2}$ iteratively, i.e.,

$$
\begin{equation*}
\boldsymbol{\Theta}_{k+1}=\boldsymbol{\Theta}_{k}+\lambda_{k} \mathbf{q}_{k} \tag{19}
\end{equation*}
$$

The vector $\mathbf{q}_{k}$ is the search direction during optimization and is obtained by solving the equation

$$
\begin{equation*}
\left(\mathbf{J}_{k}^{T} \mathbf{J}_{k}+\mathbf{Q}_{k}\right) \mathbf{q}_{k}=-\mathbf{J}_{k}^{T} \mathbf{E} \tag{20}
\end{equation*}
$$

where $\mathbf{J}_{k}$ is the Jacobian of $\mathbf{E}$, and $\mathbf{Q}_{k}$ is the sum of the product of every $\mathbf{E}$ 's component and its Hessian matrix [GMW81]. The direction vector $\mathbf{q}_{k}$ is obtained using Modified Cholesky factorization of $\mathbf{J}_{k}^{T} \mathbf{J}_{k}+\mathbf{Q}_{k}$ [GMW81].

The parameter $\lambda_{k}$ controls how much $\mathbf{q}_{k}$ affects the iterative update of $\boldsymbol{\Theta}_{k}$. In general, $\lambda_{k}$ can be a constant or can vary over iterations. In the current implementation, $\lambda_{k}$ is determined by searching linearly for a value that minimizes $\|\mathbf{E}\|^{2}$ at iteration $k$ given $\boldsymbol{\Theta}_{k}$ and $\mathbf{q}_{k}$ [GMW81].

## Test Results

In the test, a 3D motion sequence of 82 frames is used. The 3D model of the stick figure has 21 joints. Three performance measures are computed to assess the performance of the algorithm: (1) registration error $E_{R}$, (2) mean error in three rotation angles $E_{r},(3)$ error in position (i.e., translation) $E_{p}$ :

$$
\begin{align*}
E_{R}(t) & =\frac{1}{n h^{\prime}}\left\|\mathbf{E}_{t}\right\|^{2}  \tag{21}\\
E_{r}(t) & =\frac{1}{3}\left\|\hat{\boldsymbol{\theta}}_{t}-\boldsymbol{\theta}_{t}\right\|  \tag{22}\\
E_{p}(t) & =\frac{1}{h}\left\|\hat{\mathbf{p}}_{t}-\mathbf{p}_{t}\right\| \tag{23}
\end{align*}
$$

where $h^{\prime}$ and $h$ are the heights of 2D and 3D stick figures respectively, $\boldsymbol{\theta}_{t}$ and $\hat{\boldsymbol{\theta}}_{t}$ are the actual and recovered rotation angle vectors, and $\mathbf{p}_{t}$ and $\hat{\mathbf{p}}_{t}$ are the actual and recovered positions (i.e., translation vectors) of the 3D model.

In the test, the heights of 3D and 2D stick figures are 140 pixels and 280 pixels respectively. The random noise is added to each 2D joint position in each 2D input image. For example, when two random values sampled from [ -5 pixels, 5 pixels] are added to the two coordinates of one 2 D joint, the random noise would be $1.8 \%$ (i.e., $5 / 280$ ).

Figures 6-8 illustrate sample registration results. From the results, we can see that when there is no noise, rotation and translation can be correctly estimated and the registration error is almost zero. When 2D joint position noise is added ( $1.8 \%$ and $3.6 \%$ ), the rotation estimation


Figure 6: Registration error between each 2D figure and its corresponding 3D figure. When there is no noise, the error is almost zero. When the 2D joint position noise increases, the registration error also increases.


Figure 7: Rotation error between the actual and recovered rotation angles. The error is less than 1 degree even if the 2 D joint position noise increases from $1.8 \%$ to $3.6 \%$ of the 2 D stick figure height.


Figure 8: Position error between the actual and recovered 3D positions. The error has the trend of increasing when the 2D joint position noise increase.


Figure 9: The mean error of Registration. The error increase slowly when the noise is less than $2.5 \%$ of the 2 D stick figure height.


Figure 10: The mean error of rotation. The error increase slowly when the noise is less than $2.5 \%$ of the 2D stick figure height. But even the largest error is less than 1 degree.


Figure 11: The mean error of position. Compared to the other two kinds of error, this error increase faster with respect to the noise. It is reasonable because the 2 D joint position noise will directly affect the recovered 3D position.
error is less than 1 degree, and registration and position error increase with respect to the noise.
Figure 9-11 respectively illustrate the three kinds of error with respect to the 2D joint position noise. For each kind of error and each range of random noise, the mean error of the whole 2D sequence is computed. From the figures, we can see that the errors have the increasing trend when the 2 D joint position noise increases.

### 5.1.2 Determining Temporal Correspondence

## Objective

In this case, each 2D posture $B_{t^{\prime}}^{\prime}$ at time $t^{\prime}$ in the 2 D input sequence is the projection of a corresponding 3D posture $B_{t}$ at time $t$ in the 3D reference motion. Any pair of corresponding frames $B_{t^{\prime}}^{\prime}$ and $B_{t}$ may be at different time $t^{\prime}$ and $t$, but any two 2 D postures should have the same temporal order as the corresponding two 3D postures. So the temporal correspondence $C$ between the two motion sequences is a nonlinear function $C\left(t^{\prime}\right)=t$. The objective is to find such a temporal correspondence $C$.

## Method

The method to solve for $C$ is based on Dynamic Time Warping (DTW) [MRR80, KP01]. DTW is a dynamic programming technique. First, the dynamic programming method is used to find a temporal correspondence between the two motion sequences. Then for each 2D posture in the 2 D input motion, if there are multiple corresponding 3D postures, the most similar 3D posture is selected as the corresponding 3D posture.

In the method, we use $d\left(t^{\prime}, t\right)$ to measure the distance between any pair of 2 D posture $B_{t^{\prime}}^{\prime}$ and 3 D posture $B_{t}$, i.e.,

$$
\begin{equation*}
d\left(t^{\prime}, t\right)=\frac{1}{n} \sum_{i=1}^{n}\left\|\mathbf{G} \mathbf{X}_{i t}-\mathbf{x}_{i t^{\prime}}^{\prime}\right\|^{2} \tag{24}
\end{equation*}
$$

where the matrix $\mathbf{G}$ is the product $\mathbf{P}[\mathbf{R} \mathbf{T}]$ obtained using the method described in Section 5.1.1.

Using this distance measurement, a dynamic programming technique is used to solve for $C$ by minimizing the sum $E$ of distance over time $t^{\prime}$, where

$$
\begin{equation*}
E=\sum_{t^{\prime}=1}^{L^{\prime}} d\left(t^{\prime}, C\left(t^{\prime}\right)\right) \tag{25}
\end{equation*}
$$

and $C$ satisfies the temporal order constraint. Suppose $C(1)=1$ and $C\left(L^{\prime}\right)=L$, and let $D\left(t^{\prime}, t\right)$ denote the global minimum distance from frame pair $(1,1)$ up to $\left(t^{\prime}, t\right)$. Then, finding the minimization of $E$ is equal to finding $D\left(L^{\prime}, L\right)$. Recursively, $D\left(L^{\prime}, L\right)$ can be found by the
following formula:

$$
\begin{equation*}
D\left(t^{\prime}, t\right)=d\left(t^{\prime}, t\right)+\min \left\{D\left(t^{\prime}-1, t-1\right), D\left(t^{\prime}-1, t\right), D\left(t^{\prime}, t-1\right)\right\} \tag{26}
\end{equation*}
$$

where $D(1,1)=d(1,1)$. The optimal $C$ can be obtained by backward following the path from $D\left(L^{\prime}, L\right)$ to $D(1,1)$ on which the global minimum distance is obtained.

In general, in the path from $D\left(L^{\prime}, L\right)$ to $D(1,1)$, one 2 D posture may correspond to multiple 3 D postures. In this case, the most similar 3D posture is selected from the multiple ones as the corresponding posture.

## Test Results



Figure 12: Temporal correspondence between 2D and 3D stick figure sequences.
In the test, both the 3 D reference motion and the 2 D input sequences consist of 82 frames but have nonlinear temporal correspondence. In the case that there is no joint position noise in the input images, we find our algorithm can almost recover the truth of temporal correspondence no matter how much the nonlinearity of $C$ is. Figure 12 illustrates one example that the estimated $C$ (the solid line) and the actual $C$ (the dotted line) are almost the same.

In the case that there is joint position noise in the input images, we find that the described method may not find the optimal $C$. In our experiment, we add joint position noise to a small segment of the 2 D input sequence (i.e., from frame 40 to 50 ) by replacing the segment with
another segment (i.e., from frame 50 to 60 ). The experiment result shows that the estimated $C$ (dashed line in Figure 12) is not the optimal. Although only the small segment of 2D sequence (i.e., from frame 40 to 50 ) is different from the 3D sequence, the small segment will cause its neighboring frames (i.e., from frame 50 to 60 ) not to find the correct time corresponding 3D frames. The possible reason is clear. The small segment of 2D input sequence (i.e., from frame 40 to 50 ) is very different from the corresponding 3D postures, but it may be similar to other 3D postures. In this case, even the method can provide the global minimum, the global minimum does not correspond to the optimal temporal correspondence. So the method needs to be improved and extended.

### 5.2 3D Articulated Body Posture Refinement

This section describes a method to estimate 3D articulated body posture from a single input image. That is, the methods solves the first sub-problem of problem variation 2 defined in Section 4.2. In particular, the input image is the projection of a 3D posture of the articulated human model (Appendix A), so the body adjustment function $G$ is a unity function. The projection function $P$ is also known to be orthographic.

In this problem, an initial body posture and initial global rotation and translation is assumed to be obtained in advance. So, the purpose of solving this problem is to learn how to refine the global rigid-transformation $T$ (i.e. rotation and translation) and body joints articulation $A$ given the initial estimations.

The method I used is based on Nonparametric Belief Propagation (NBP) technique [SIFW03, Isa03, HW04, SMFW04]. Instead of estimating whole body posture from the input image, belief propagation (Appendix B) can estimate the states of each body part by considering the relationships between any two adjacent body parts. For example, when the state of left upper arm has been close to correct state, the left lower arm will be limited to a small region in which the correct lower arm state can be more easily found.

To use NBP, a graphical model is designed to represent the body parts' states, the relationships between body parts, and relationships between body part state and image observations (Section 5.2.1). Using it, one NBP algorithm is designed (Section 5.2.2).

### 5.2.1 Graphical Model for NBP

In the original BP (Appendix B), it implicitly assumes that there is no self-occlusion between the observations $\mathbf{z}_{i}$ of different body parts' state $\mathbf{x}_{i}$. In practice, self-occlusion usually happens especially in human motion. In this case, The joint probability of whole body state $\mathcal{X}$ and
corresponding image observation $\mathcal{Z}$ will become

$$
\begin{equation*}
p(\mathcal{X}, \mathcal{Z})=\alpha_{1} \prod_{(i, j) \in \mathcal{E}} \psi_{i j}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) \prod_{i \in \mathcal{V}} \phi_{i}\left(\mathcal{X}, \mathbf{z}_{i}\right) \tag{27}
\end{equation*}
$$

Then it is not a trivial problem using the original BP to calculate marginal distribution $p\left(\mathbf{x}_{i} \mid \mathcal{Z}\right)$. Fortunately, in our motion registration problem, there are many input images to which good initial body posture estimations can be obtained from the 3D reference motion sequence, therefore we may use the following two formulas to calculate marginal distribution,

$$
\begin{gather*}
m_{i j}^{n}\left(\mathbf{x}_{j}\right) \approx \alpha_{2} \int_{\mathbf{x}_{i}} \psi_{i j}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) \phi_{i}\left(\mathbf{x}_{i}, \tilde{\mathcal{X}}_{-i}^{n-1}, \mathbf{z}_{i}\right) \prod_{k \in \Gamma(i) \backslash j} m_{k i}^{n-1}\left(\mathbf{x}_{i}\right) d \mathbf{x}_{i}  \tag{28}\\
\hat{p}^{n}\left(\mathbf{x}_{j} \mid \mathcal{Z}\right) \approx \alpha_{3} \phi_{j}\left(\mathbf{x}_{j}, \tilde{\mathcal{X}}_{-j}^{n-1}, \mathbf{z}_{j}\right) \prod_{i \in \Gamma(j)} m_{i j}^{n}\left(\mathbf{x}_{j}\right) \tag{29}
\end{gather*}
$$

where $m_{i j}^{n}\left(\mathbf{x}_{j}\right)$ is the message propagated from node $i$ to $j$ in iteration $n$, and $\tilde{\mathcal{X}}_{-i}^{n-1}$ is the set of body parts estimations except the $i^{\text {th }}$ body part which comes from the previous $(n-1)^{t h}$ iteration. Using Equations 28 and 29, we can deal with self-occlusion when estimating body posture, although the convergence of Equation 29 need to be theoretically proved.

From Equations 27-29, we can see that designing a graphical model includes designing body part state variable $\mathbf{x}_{i}$, the relationships $\psi_{i j}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$ between two body parts, and the relationships $\phi_{i}\left(\mathbf{x}_{i}, \tilde{\mathcal{X}}_{-i}^{n-1}, \mathbf{z}_{i}\right)$ between state $\mathbf{x}_{i}$ and corresponding observation $\mathbf{z}_{i}$.

## State Variable $\mathrm{x}_{i}$

State variable $\mathbf{x}_{i}=\left(\mathbf{p}_{i}, \boldsymbol{\theta}_{i}\right)$ represent the $i^{\text {th }}$ body part position $\mathbf{p}_{i}$ and orientation $\boldsymbol{\theta}_{i}$, and the corresponding observed variable $\mathbf{z}_{i}$ represent the image observation for the $i^{\text {th }}$ body part. Every node in the tree-structured graphical model (Figure 13) represents a pair of $\mathbf{x}_{i}$ and $\mathbf{z}_{i}$. The relationship between $\mathbf{x}_{i}$ and $\mathbf{z}_{i}$ is represented by the observation function $\phi_{i}\left(\mathbf{x}_{i}, \tilde{\mathcal{X}}_{-i}^{n-1}, \mathbf{z}_{i}\right)$. In addition, due to the articulation property of human body, at least there is one relationship between any two adjacent body parts $\mathbf{x}_{i}$ and $\mathbf{x}_{j}$. This relationship (corresponding to the edges that connect nodes in Figure 13) is represented by the potential function $\psi_{i j}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$.


Figure 13: Tree-structured graphical model

## Potential Functions $\psi_{i j}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$

Potential function $\psi_{i j}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$ can represent any relationships between body part $i$ and $j$, such as body part connection constraint and joint angle limits. Currently, we use it to represent just connection constraint between two adjacent body parts. Without loss of generality, suppose
node $i$ is the parent of node $j$, then using the state $\mathbf{x}_{i}$ of node $i$, one position of the $j^{\text {th }}$ body part can be computed by a rigid transformation $T$. Using the connection constraint between the two body parts, there is

$$
\begin{equation*}
\psi_{i j}^{n}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)=\mathcal{N}\left(T\left(\mathbf{x}_{i}\right)-\mathbf{p}_{j} ; 0, \Lambda_{i j}^{n}\right) \tag{30}
\end{equation*}
$$

where $\psi_{i j}^{n}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$ represents the probability of $\mathbf{x}_{j}$ given $\mathbf{x}_{i}$, and $\Lambda_{i, j}^{n}$ is the variance matrix of the gaussian function $\mathcal{N}$ in the $n^{\text {th }}$ iteration of NBP. Note that $\Lambda_{i, j}^{n}$ may be different in different iterations. Here $\Lambda_{i, j}^{n}$ is gradually decreasing with respect to iteration number $n$, which may have similar annealed simulation effect to that in annealed particle filter [DBR00].

Observation Functions $\phi_{i}\left(\mathbf{x}_{i}, \tilde{\mathcal{X}}_{-i}^{n-1}, \mathbf{z}_{i}\right)$
Observation function $\phi_{i}\left(\mathbf{x}_{i}, \tilde{\mathcal{X}}_{-i}^{n-1}, \mathbf{z}_{i}\right)$ measures the likelihood of $\mathbf{z}_{i}$ given $\mathbf{x}_{i}$. In order to measure the likelihood, each estimate of body part state $\mathbf{x}_{i}$ is required to be rendered and then projected together with $\tilde{\mathcal{X}}_{-i}^{n-1}$, and then compare the similarity between the projected image and the input image. Currently, we use edge and silhouette as the feature for the similarity measurement. Chamfer distance is used to measure the edge similarity, and overlapping rate of the projected image to the human body image region in the input image is used to measure the silhouette similarity. The relative weight between edge and silhouette similarity is experimentally determined.

### 5.2.2 NBP for Single Image

After designing potential functions and observation functions, NBP can be used to search for body part states by iteratively updating each message and each marginal distribution. In the NBP algorithm, each message $m_{i j}^{n}\left(\mathbf{x}_{j}\right)$ is represented by a set of $K$ weighted samples,

$$
\begin{equation*}
m_{i j}^{n}\left(\mathbf{x}_{j}\right)=\left\{\left(\mathbf{s}_{j}^{(n, k)}, \omega_{i j}^{(n, k)}\right) \mid 1 \leq k \leq K\right\} \tag{31}
\end{equation*}
$$

where $\mathbf{s}_{j}^{(n, k)}$ is the $k^{\text {th }}$ sample of the $j^{\text {th }}$ body part state in the $n^{\text {th }}$ iteration and $\omega_{i j}^{(n, k)}$ is the weight of the sample. Correspondingly, the marginal distribution is also represented by a set of weighted samples,

$$
\begin{equation*}
\hat{p}^{n}\left(\mathbf{x}_{j} \mid \mathcal{Z}\right)=\left\{\left(\mathbf{s}_{j}^{(n, k)}, \pi_{j}^{(n, k)}\right) \mid 1 \leq k \leq K\right\} \tag{32}
\end{equation*}
$$

where $\mathbf{s}_{j}^{(n, k)}$ is the same as that in Equation 31 and $\pi_{j}^{(n, k)}$ is the corresponding weight.
In each iteration, each message $m_{i j}^{n}\left(\mathbf{x}_{j}\right)$ and each marginal distribution $\hat{p}^{n}\left(\mathbf{x}_{j} \mid \mathcal{Z}\right)$ are updated based on Equations 28 and 29. Since the messages and marginal distributions are nonparametric, the update is based on the Monte Carlo method. The update process is described in the following:

1. Use importance sampling to generate new samples $\mathbf{s}_{j}^{(n+1, k)}$ from related marginal distributions of previous iteration. The related marginal distributions include the neighbors' and its own marginal distributions of previous iteration. The new samples are to be weighted respectively in the following two steps to represent corresponding messages and marginal distributions.
2. Update messages. For each new sample $\mathbf{s}_{j}^{(n+1, k)}$ and each neighboring node $i \in \Gamma(j)=$ $\{i \mid(i, j) \in \mathcal{E}\}$, calculate the weight $\omega_{i j}^{(n+1, k)}$, where

$$
\begin{equation*}
\omega_{i, j}^{(n+1, k)}=\sum_{k=1}^{K}\left[\psi_{i j}\left(\mathbf{s}_{i}^{(n, k)}, \mathbf{s}_{j}^{(n+1, k)}\right) \frac{\pi_{i}^{(n, k)}}{\omega_{i j}^{(n, k)}}\right] \tag{33}
\end{equation*}
$$

Equation 33 is the nonparametric version of Equation 34, which represent message (28) in terms of marginal distribution (29) [SMFW04], i.e.,

$$
\begin{equation*}
m_{i j}^{n}\left(\mathbf{x}_{j}\right)=\alpha_{2} \int_{\mathbf{x}_{i}} \psi_{i j}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) \frac{\hat{p}^{n-1}\left(\mathbf{x}_{i} \mid \mathcal{Z}\right)}{m_{j i}^{n-1}\left(\mathbf{x}_{i}\right)} d \mathbf{x}_{i} \tag{34}
\end{equation*}
$$

The updated messages will be used to update marginal distributions.
3. Based on the updated messages, each marginal distribution is updated. For each sample $\mathbf{s}_{j}^{(n+1, k)}$, calculate the weight $\pi_{j}^{(n+1, k)}$, where

$$
\begin{equation*}
\pi_{j}^{(n+1, k)}=\phi_{j}\left(\mathbf{s}_{j}^{(n+1, k)}, \tilde{\mathcal{X}}_{-j}^{n}, \mathbf{z}_{j}\right) \prod_{l \in \Gamma(j)} \omega_{l j}^{(n+1, k)} \tag{35}
\end{equation*}
$$

then $\pi_{j}^{(n+1, k)}$ is re-weighted because we use importance sampling to generate sample $\mathbf{s}_{j}^{(n+1, k)}$. The updated marginal distributions will be used to update messages in the next iteration.

3D body posture can be estimated from the set of marginal distributions. The mean of $\hat{p}^{n}\left(\mathbf{x}_{j} \mid \mathcal{Z}\right)$ or the sample with the maximum weight in $\hat{p}^{n}\left(\mathbf{x}_{j} \mid \mathcal{Z}\right)$ can be used to represent the estimation of $j^{\text {th }}$ body part state. However, due to the depth ambiguity in single video, we cannot assure that the estimation of each body part state is the truth.

There are differences between our algorithm and others' NBPs. Sudderth et al. [SMFW04] used Gaussian mixtures to represent messages and marginal distributions, and a complex Gibbs sampler is required to generate samples in each iteration. In our algorithm, like BPMC [HW04], we just use a set of weighted samples to represent messages and marginal distributions, and use importance sampling to generate samples. Compared to BPMC in which importance function comes from the same node's marginal distribution of previous iteration, and in which they re-weight messages by the importance function, our importance function comes from multiple marginal distributions, i.e. both the neighboring marginal distributions and the same node's
marginal distribution of previous iteration. And we re-weight the marginal distributions, not messages, by the importance function, and we believe that it is more reasonable from the importance sampling theory. Also, BPMC is used for rigid object whereas we deal with articulated body. Furthermore, compared to other algorithms [SMFW04, HW04], we make use of body posture estimation of previous iteration to deal with self-occlusion, and embed the annealing idea into the algorithm by modifying potential functions in each iteration.

### 5.2.3 Test Results

In the test, a 3D reference sequence of 80 frames are used. In order to test the accuracy of our method to estimate body posture from each input image of the 2 D input sequence, we should know the ground truth of body posture for each input image. Currently, we use the projection of the 3D reference sequence as the input sequence, such that we can know the true posture for each input image. Then we modify the 3D reference sequence by adding random noise to each joint angle of each posture. The modified posture at time $t$ in the modified reference sequence is used as the initial posture for the input image at time $t$ in the input sequence. In our NBP algorithm, 150 weighted samples are used to represent each message and each marginal distribution. 6 iterations are repeated twice.

Two performance measures are computed to assess the performance of our algorithm: 2D joint position error $E_{2 D}$ and 3 D joint position error $E_{3 D}$, i.e.,

$$
\begin{align*}
& E_{3 D}(t)=\frac{1}{n h} \sum_{n}^{i=1}\left\|\hat{\mathbf{p}}_{3 t i}-\mathbf{p}_{3 t i}\right\|  \tag{36}\\
& E_{2 D}(t)=\frac{1}{n h} \sum_{n}^{i=1}\left\|\hat{\mathbf{p}}_{2 t}-\mathbf{p}_{2 t}\right\| \tag{37}
\end{align*}
$$

where $\hat{\mathbf{p}}_{3 i t}$ and $\mathbf{p}_{3 i t}$ are the estimated and true 3D position of the $i^{t h}$ joint at time $t$, and $\hat{\mathbf{p}}_{2 i t}$ and $\mathbf{p}_{2 i t}$ are the estimated and true 2 D position without the depth value. $h$ is the articulated body height and it is 195 cm in the test.

In the first experiment, we test how much the error can be reduced from initial posture to estimated posture over time. Each initial posture is generated by adding a random noise to each joint angle of the true posture. The random noise is sampled from $\left[-30^{\circ}, 30^{\circ}\right]$.

Figure 14 illustrates the 2D joint position error of initial posture and estimated posture. From the figure, we can see that the estimated posture can reduce more than half error (i.e., about from $9 \%$ to $4 \%$ ) of the initial posture for most input images. But when there is severe self-occlusion in input images, the error may not reduce so much, such as the error in the $5^{t h}$ input image of the video sequence.


Figure 14: 2D joint position error. The error of each estimated posture is much less than the initial posture for most input images.


Figure 15: 3D joint position error. The error of estimated posture is less than the initial posture for most input images. But due to depth ambiguity, the depth information cannot be accurately estimated such that the 3 D joint position error decreases less compared to the 2 D joint position error.

Figure 15 illustrates the 3D joint position error of initial posture and estimated posture. Compared to 2D joint position error, 3D joint position error decreases less from initial posture to estimated posture, and sometimes it may increase from initial posture to estimated posture (e.g., for the $4^{\text {th }}$ input image). One possible reason of less error decreasing is that we use single image such that depth information of each joint cannot be accurately estimated. Depth ambiguity may be resolved when using multiple video sequences recording human motion from different viewpoints, or using the estimations of neighboring input images to constrain the current estimations.

In the second experiment, we test how the error change with respect to the random noise of each joint angle. The random noise is increased from 0 to $\left[-30^{\circ}, 30^{\circ}\right]$. For each range of random noise, the mean error is obtained by summing over a small segment of sequence (i.e., from frame 10 to 30 ).


Figure 16: 2D joint position error with respect to joint angle noise. The error of estimated posture change little when the joint angle noise increases. But the algorithm cannot get accurate posture estimation even if the initial posture is accurate.

Figures 16-17 illustrate the 2D and 3D joint position (mean) errors of initial posture and estimated posture. It shows that when the joint angle noise is increased, the errors of initial posture increase while the errors of estimated posture increase little.

However, from the figures $14-17$, we can also see that even the best estimated postures are not accurate enough, whatever the initial posture is accurate or not. In addition to the severe self-occlusion and depth ambiguity, another possible reason is that we just use silhouette and edges to match, in which case the two kinds of features may not be discriminative enough. We believe that intensity information will help to match if the intensity between body parts


Figure 17: 3D joint position error with respect to joint angle noise. The error of estimated posture change a little when the joint angle noise increase. But the algorithm cannot get accurate posture estimation even if the initial posture is accurate.
are not the same, and we plan to include the intensity feature into matching in the proposed continuing work. In addition, we have not used such constraints as joint angle limits and body parts non-penetration in our algorithm. Using these constraints may help to obtain better estimation results by reducing the search region in the state space.

## 6 Proposed Continuing Work

Based on the discussion in Section 4 and 5, we propose to do the following work:

1. Approximate registration between a $3 D$ reference motion and $2 D$ input videos:

The task is to find the approximate temporal correspondence $C$ between the 3D and the 2D sequences, and to find the approximate global-rigid body transformation $T$ between any pair of corresponding frames based on the approximate $C$.
2. Solution refinement of $C, T$ and articulation $A$ :

Starting from the approximate $C$ and $T$, the goal is to determine the accurate $C$ and corresponding $T$ and $A$ based on the accurate $C$.

### 6.1 Approximate Registration

Approximate registration between a 3D reference motion and 2D input videos is to determine approximate solutions of $C$ and $T$. The approximate solutions will be used as the initial estimation for later solution refinement. The method I have proposed in Section 4.4.2 can be used to perform the approximate 3D-to-2D registration of human motion sequences. But this method needs to be tested and refined.

### 6.2 Solution Refinement

After getting approximate $C$ and $T$, the accurate $C, T$ and articulation $A$ will be determined. The idea to solve the task has been described in Section 4.4.3. In the idea, first based on the approximate $C, T$ and $A$ are refined for each pair of corresponding 3D frame and 2D input image. The refined $T$ and $A$ can provide the 3D body posture estimation for each input image. Then based on the estimated 3D posture sequence and the 3D reference motion sequence, the accurate $C$ (and corresponding $T$ and $A$ ) can be determined using dynamic programming technique. In the following, I will discuss the two steps respectively.

### 6.2.1 Refinement of $T$ and $A$ Given $C$

Given $C$, the task is how to find the accurate $T$ and $A$ for each pair of corresponding 3D frame and 2D input image. For each input image, considering the corresponding 3D posture in the reference motion as the initial estimation, the task is equivalent to estimating 3D articulated body posture from each input image. In the preliminary work (Section 5.2.3), I have used one NBP algorithm to estimate body posture from single input image. But the posture estimation
results of the algorithm is not accurate enough. Based on the analysis of test results in Section 5.2.3, I propose to perform the refinement task by adding the following ideas:

1. Using more information during matching:

Currently just edge and silhouette information are used during matching. But intensity information is one more important information in general if not all body parts have the same intensity (Figure 18). In addition to edge and silhouette features, I propose to use intensity feature to measure the similarity between the estimated posture and the input image during matching.


Figure 18: Feature for matching. (a) is the silhouette of a body image, and (b) is the intensity of the body image. Compared to silhouette, intensity can provide more information about where the left arm is in the image.
2. Using neighboring information during posture estimation:

When estimating posture from each input image, currently only initial posture estimation coming from the corresponding 3D frame is used to search for better posture. However, since the body postures in two neighboring input images often change quite a little, the posture estimations of each input image can provide initial posture estimations for its neighboring images. So, in each search iteration, for every input image, new posture estimations can be searched from both the neighboring information (i.e., 3D reference posture and estimated 3D posture) and the previous iteration's posture estimations of the input image. This idea can reduce the size of space to search for optimal solutions.
3. Reducing search space by prior knowledge or constraints:

Prior knowledge or constraints can be used to reduce the search space during posture estimation. We propose to add the constraints to the search process. They include joint angle limits, body parts non-penetration, etc. For the example in the NBP algorithm,
given the estimation of each body part state, the body joint angles can be easily computed. By checking whether each joint angle satisfy the range of limits, it can decide which body part state is valid or not.
4. Simultaneous registration to multiple 2D inputs:

So far, I suppose that the 2 D input sequence is single. Since it is expected that the proposed algorithm can deal with both single and multiple sequences, I propose to generalize the algorithm such that it can deal with multiple 2 D input sequences. In the case of multiple 2 D sequences, the parameters of multiple cameras can be determined in our initialization stage (Section 4.4.1). Then the input image features from the same time instant in the multiple 2D sequences can be extracted to match with the correspondingly projected 3D body posture. For the example in the NBP algorithm, the matching process is performed in the observation function, in which one estimation of body posture is projected to match with the input images coming from multiple 2D sequences.

### 6.2.2 Refinement of $C$

In this step, $C$ (and corresponding new $T$ and $A$ ) will be refined. From the approximate $C$ and the correspondingly refined $T$ and $A$ obtained above, the 3D body posture of each input image can be obtained. Using the estimated 3 D posture sequence, we can register between the estimated and reference motion sequence to find the final $C$ and corresponding $T$ and $A$. Dynamic programming technique proposed in Sections 4.4.3 and 5.1.2 can be used. We propose to improve the dynamic programming technique used in our preliminary work to robustly deal with two 3 D sequence registration.

### 6.3 Proposed Schedule

The approximate research schedule is as the following:

Approximate Registration December 2004 to February 2005
Refinement of Temporal March to April 2005
Correspondence $C$
Refinement of Articulation $A$ and May to December 2005
Global Rigid-body Transformation $T$
Thesis Writing January to May, 2006

## 7 Conclusion

From the above analysis, it can be shown that spatiotemporal registration between a 3D reference motion and 2 D input videos is a challenging problem. It needs to find the temporal correspondence between the 3D motion and the 2D input video sequences, and find the articulation and global rigid-body transformation for each pair of 3D posture and 2D input image.

Although we have provided some algorithms to solve one simplified problem and one subproblem, initial test results show that the algorithms should be improved and extended in order to obtain accurate results. Dynamic programming technique can be used to deal with temporal correspondence $C$, but it may not find the accurate $C$ when there is large differences in postures between some corresponding frames. One NBP algorithm has been developed to estimate 3D body posture from single image, given one initial posture estimation. It can obtain approximate articulation $A$ and global-rigid body transformation $T$ for each pair of 3D posture and 2D input image. But it needs to be improved and extended to get more accurate results. We propose to extend these algorithms to solve our proposed problem.

## Appendix

## A Articulated Human Body Model

Human body consists of body joints and body parts connected by joints. Adjacent joints are connected by bones. Each body part consists of single or multiple bones and the flesh attached on the bone(s). A standard mesh model is used to represent the body shape (Figure 19 (a)(b)), and each vertex in the mesh is attached to related body part (Figure 19 (c)). For each body part's size, supposing there is a fixed rate between width and thickness, we can use two parameters (length and width) to represent the size of each body part. Currently, the parameters are obtained by manually matching body parts between the standard body model and the human body in the input video.


Figure 19: Human body model. The vertexes in the body mesh model are displayed from front view (a) and side view (b). Each vertex and triangle in the model is assigned to one specific body part (c).

Given the human body model, human body posture can be represented by a set of joint angles and the global body position and orientation. Different joints may have different degree of freedom and therefore different number of joint angles. For example, shoulder joint has three DOF but elbow joint has two. The global 3D orientation and 3D position parameters are assigned to the body center (virtual root) joint. Each body part's orientation and position can be directly calculated by forward kinematics.

## B Belief Propagation (BP)

Belief propagation is an inference algorithm for graphical model. An undirected graph $\mathcal{G}$ consists of a set of nodes $\mathcal{V}$ and a set of edges $\mathcal{E}$ (Figure 20). Each node $i \in \mathcal{V}$ is associated with an state variable $\mathbf{x}_{i}$ and a local observation $\mathbf{z}_{i}$. Denote $\mathcal{X}=\left\{\mathbf{x}_{i} \mid i \in \mathcal{V}\right\}$ and $\mathcal{Z}=\left\{\mathbf{z}_{i} \mid i \in \mathcal{V}\right\}$ as the sets of all state and observed variables. The objective is to infer $\mathcal{X}$ from $\mathcal{Z}$. If the graphical model is pairwise MRFs, which means the largest clique size in the graph is two, the probability density function can be factorized as

$$
\begin{equation*}
p(\mathcal{X}, \mathcal{Z})=\alpha_{1} \prod_{(i, j) \in \mathcal{E}} \psi_{i j}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) \prod_{i \in \mathcal{V}} \phi_{i}\left(\mathbf{x}_{i}, \mathbf{z}_{i}\right) \tag{38}
\end{equation*}
$$

where $\psi_{i j}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$ is potential function and $\phi_{i}\left(\mathbf{x}_{i}, \mathbf{z}_{i}\right)$ is observation function.
Instead of directly calculating $p(\mathcal{X}, \mathcal{Z})$, people calculate the conditional marginal distribution $p\left(\mathbf{x}_{i} \mid \mathcal{Z}\right)$ of each node. If the graph is acyclic or tree-structured, $p\left(\mathbf{x}_{i} \mid \mathcal{Z}\right)$ can be obtained by belief propagation (BP) [YFW02]. BP is an iteratively local message passing process. Define the neighborhood of node $i \in \mathcal{E}$ as $\Gamma(i)=\{k \mid(i, k) \in \mathcal{E}\}$. Message


Figure 20: Graphical models $m_{i j}\left(\mathbf{x}_{j}\right)$ can be viewed as the information propagated from node $i$ to neighboring node $j$, and is computed iteratively using the update algorithm:

$$
\begin{equation*}
m_{i j}^{n}\left(\mathbf{x}_{j}\right)=\alpha_{2} \int_{\mathbf{x}_{i}} \psi_{i j}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) \phi_{i}\left(\mathbf{x}_{i}, \mathbf{z}_{i}\right) \prod_{k \in \Gamma(i) \backslash j} m_{k i}^{n-1}\left(\mathbf{x}_{i}\right) d \mathbf{x}_{i} \tag{39}
\end{equation*}
$$

where $n$ denotes the $n^{t h}$ iteration, and $\Gamma(i) \backslash j$ denotes the neighbor of $i$ except $j$. At each iteration, each node can get an approximation $\hat{p}^{n}\left(\mathbf{x}_{j} \mid \mathbf{Z}\right)$ to the marginal distribution $p\left(\mathbf{x}_{j} \mid \mathbf{Z}\right)$ by combining the incoming messages with the local observation:

$$
\begin{equation*}
\hat{p}^{n}\left(\mathbf{x}_{j} \mid \mathcal{Z}\right)=\alpha_{3} \phi_{j}\left(\mathbf{x}_{j}, \mathbf{z}_{j}\right) \prod_{i \in \Gamma(j)} m_{i j}^{n}\left(\mathbf{x}_{j}\right) \tag{40}
\end{equation*}
$$

For tree-structured graphs, $\hat{p}^{n}\left(\mathbf{x}_{j} \mid \mathcal{Z}\right)$, also called belief, will converge to the true marginal distribution $p\left(\mathbf{x}_{j} \mid \mathcal{Z}\right)$. However, for graphs with continuous state variable $\mathbf{x}_{i}$, exact inference using integration (Equation 39) is often infeasible. As a result, messages (and marginal distributions) can be represented nonparametrically by a set of weighted particles or a set of kernel densities [SIFW03, Isa03, HW04]. Correspondingly, several message update methods in the nonparametric belief propagation are designed [SIFW03, Isa03, HW04]. NBP can be viewed as
an extension of particle filter and can be used in more general vision problems that graphical model can describe.
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