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Abstract

Recent years have witnessed a surge of interest
in developing trustworthy methods to evaluate
the value of data in many real-world applications
(e.g., collaborative machine learning, data mar-
ketplaces). Existing data valuation methods typ-
ically valuate data using the generalization per-
formance of converged machine learning models
after their long-term model training, hence mak-
ing data valuation on large complex deep neural
networks (DNNs) unaffordable. To this end, we
theoretically derive a domain-aware generaliza-
tion bound to estimate the generalization perfor-
mance of DNNs without model training. We then
exploit this theoretically derived generalization
bound to develop a novel training-free data valua-
tion method named data valuation at initialization
(DAVINZ) on DNNs, which consistently achieves
remarkable effectiveness and efficiency in prac-
tice. Moreover, our training-free DAVINZ, sur-
prisingly, can even theoretically and empirically
enjoy the desirable properties that training-based
data valuation methods usually attain, thus mak-
ing it more trustworthy in practice.

1. Introduction

Data has been widely recognized as one of the most vi-
tal ingredients of learning high-performing machine learn-
ing (ML) models. Meanwhile, data with different qualities
typically lead to diverse model performances in practice.
Developing trustworthy data valuation methods that are ex-
plainable, fair, and robust is therefore extensively required
to measure the value of data and also decide how to use
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them in real-world applications. For example, data valu-
ation is essential to compensating the participants in data
collection (Lo & DeMets, 2016), designing fair rewards
in collaborative ML (Sim et al., 2020), developing a trust-
worthy data market for buyers and sellers (Agarwal et al.,
2019; Han et al., 2021), among others. To meet these de-
mands, a number of data valuation methods have been pro-
posed (Ghorbani & Zou, 2019; Koh & Liang, 2017).

Unfortunately, it is prohibitively costly to deploy these
conventional data valuation methods in real-world appli-
cations using large complex models. For example, both data
Shapley value (SV) (Ghorbani & Zou, 2019) and leave-one-
out (LOO) (Cook, 1977; Koh & Liang, 2017) are calculated
using the validation performances of converged models.
However, obtaining fully converged models is computa-
tionally costly for large complex models (e.g., deep neural
networks (DNNs)) due to their inevitable long-term model
training. As a result, developing efficient techniques to es-
timate the fully converged performances of large complex
models is essential to making data valuation more applica-
ble in practice. To the best of our knowledge, only a few
efforts have been devoted to this direction (Jia et al., 2019a;
Xu et al., 2021b). Nevertheless, these works impose strict
restrictions on the choice of ML models or may introduce
bias into data valuation when evaluating the value of learned
data embedding rather than the value of original data.

While statistical learning theory (SLT) makes it possible to
estimate the fully converged performances of DNNs without
model training (Arora et al., 2019b; Cao & Gu, 2019), these
works typically assume that the training and the validation
datasets follow the same underlying distribution. Nonethe-
less, this assumption does not necessarily hold in the realm
of data valuation. For instance, in the case of collaborative
disease diagnosis among hospitals, data contributors (e.g.,
children’s hospitals) usually collect data without any knowl-
edge about the validation dataset (e.g., a dataset including
the disease data across all age groups). In data markets, it
is also difficult for data consumers to purchase datasets that
can perfectly align with their validation tasks. As a result,
the discrepancy between the training and validation datasets
(i.e., domain discrepancy) also needs to be considered when
applying SLT to estimate the performances of DNNSs.

To this end, we theoretically derive a domain-aware gener-
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alization bound to estimate the performances of DNNs in
a principled way. Utilizing this bound, we develop a novel
data valuation method named data valuation at initialization
(DAVINZ) that completely avoids model training in data
valuation. Specifically, our domain-aware generalization
bound is derived by introducing domain discrepancy into
the recent neural tangent kernel (NTK) theory (Jacot et al.,
2018) (Sec. 4.1). While conventional data valuation meth-
ods typically use validation performance as their scoring
function, in DAVINZ, we novelly employ our theoretically
derived domain-aware generalization bound (i.e., an esti-
mate of validation performance) as the scoring function (Sec.
4.2), followed by the widely adopted data valuation meth-
ods (e.g., LOO) as the valuation function (Sec. 4.3). Our
training-free DAVINZ, surprisingly, is able to theoretically
enjoy the properties that a trustworthy data valuation method
should attain, such as the awareness of data preference, the
awareness of data quantity, the stability to noise, and the
robustness to model (Sec. 5). Finally, we perform extensive
comparisons with both training-based and training-free data
valuation baselines to justify the effectiveness and efficiency
of our DAVINZ as well as the desirable properties it enjoys
(Sec. 6).

2. Related Work

Valuation in latent space. Jia et al. (2019a) have proposed
to use K-nearest-neighbor (KNN) models to estimate the
exact SV of a KNN-specific performance metric in linear
time. Though this method is shown to be efficient, it can
only evaluate the value of learned data embedding in a latent
space rather than the value of original data (Ghorbani et al.,
2021), which may introduce the bias in the latent space into
data valuation and thus would reduce the reliability of this
method. In contrast, our data valuation method in this paper
assesses the value of the original dataset directly while
achieving improved effectiveness and efficiency.

Influence function. An influence function (IF), which is
a method to estimate the variation of model performances
when datasets are removed from the training set (Koh et al.,
2019), has been considered by Jia et al. (2019b) to approxi-
mate the marginal contributions of datasets. Unfortunately,
IF is only guaranteed to perform well on strongly convex
and twice-differentiable models. In practice (e.g., in widely
applied DNNs), these requirements are often violated. As
a result, IF typically suffers a drastic performance degrada-
tion when it is applied to deep non-convex models (Basu
et al., 2021). On the contrary, our method in this paper is
able to achieve both effective and efficient data valuation on
complex DNNs.

Volume-based valuation. Recently, Xu et al. (2021b) have
proposed to use robust volume (RV) as a measure of dataset
diversity to quantify data value. Though this method evalu-

ates data value in a training-free manner, it not only suffers
from exploding volumes in high-dimensional inputs but
also entirely ignores the useful information in the validation
dataset. In practice, data consumers usually have their pref-
erences for datasets; for example, they prefer a dataset that
is able to achieve better performance (measured on valida-
tion dataset) in their tasks. It is therefore more reasonable
to correlate data value with validation performance (Ghor-
bani & Zou, 2019; Jia et al., 2019b), as followed by our
validation-based training-free data valuation method.

3. Backgrounds and Notations
3.1. Data Valuation

This paper focuses on the data valuation problem in a su-
pervised collaborative ML setting where multiple data con-
tributors contribute their datasets to learn a single predic-
tive model f from a predefined hypothesis set F. We
denote S = {S;}, as an aggregated dataset from K
contributors where S; denotes the dataset from contribu-
tor 7. To measure the contribution (i.e., value) of different
datasets to the final predictive function f, a scoring function
v : P(S4) — R and a valuation function ¢(S, S 4, v) are
conventionally defined where P(S 4) denotes the power set
of S 4. In practice, the validation performance (on the vali-
dation set T') of a predictive model f trained on dataset .S is
usually employed as the scoring function, while LOO and
SV are adopted as the valuation function (Ghorbani & Zou,
2019; Koh et al., 2019).

In the literature, there are some empirically validated prop-
erties in existing data valuations (Agussurja et al., 2022;
Ghorbani et al., 2020; Sim et al., 2022; Tay et al., 2022;
Wang et al., 2021b; Xu et al., 2021a;b), which are shown to
be essential to making data valuation methods more precise
and practical. We summarize them below:

(1) Awareness of Data Preference: As outlined by IMDA
(2019), the value of data should mainly depend on its
usefulness in attaining the purpose of the data con-
sumer. Datasets sharing different similarities to the
validation dataset (i.e., a preferred dataset of the data
consumer) hence should obtain distinguishable values.

(i) Awareness of Data Quantity: Without considering any
abnormal data (e.g., adversarial examples (Goodfellow
et al., 2015)), ML models obtained using more data
will typically achieve better performance in practice.
Hence, datasets of varying sample quantities should
enjoy different values in data valuation.

(iii) Stability to Noise: Random noise is commonly used to
reduce overfitting in ML models (Bishop, 1995), which
typically leads to their stable model performances,
even in the presence of small-scale noises in a dataset.
Data valuation using these ML models should thus pro-
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duce stable values for datasets with small-scale noises.

(iv) Robustness to Model: As we have justified above, the
value of data should mainly rely on its functionality
in realizing the purpose of the data consumer. In prac-
tice, such a purpose sometimes can be irrelevant to
the choice of ML models and instead data-driven (Sim
et al., 2022). In this case, the value of datasets should
be generally admitted by different ML models.

3.2. Neural Tangent Kernel

Following (Jacot et al., 2018), let g (z, 8) and 3" (z, 6)
denote the n;-dimensional pre-activations and activations of
the [-th layer in an L-layer DNN model, respectively. Let
o(-) denote an activation function and W) ¢ R+ ™
denote the parameters of the [-th layer. Then, the L-layer
DNN model can be represented recursively as

g l+1 /71/” W(z (z (z,6) "

(1l l

g +1)(w, 0) = a(g( +1)(:137 0))
fori=0,...,L—1 whereg(o)(w,B) =x,n; =1,and
f(x,0) = g(L)(;c, 0) denotes the DNN output. The nonlin-
earity o is applied entry-wise and model parameter 0 is a
concatenation of all the DNN parameters. Besides, each ele-
ment in W is initialized independently using the standard
normal distribution. Following (Lee et al., 2019), we further
setn; =...=ny_; = n to simplify our analyses.

Based on the formulation above, Jacot et al. (2018) show
that the training dynamics of DNNs with gradient descent
can be characterized using a neural tangent kernel (NTK).
Specifically, the NTK matrix @ € R™*™ of a DNN model
f(a, 0) on the dataset S of size m is defined as

O(z,z';0) = Vo f(x,0) Vof(a',0) )

where x (or ') denotes any data point in dataset S. In-
terestingly, as nq,...,n;_; — oo, the NTK matrix ®
based on the initialized model parameters 8, will finally
converge to a deterministic form © , (Jacot et al., 2018).
More recently, Yang & Littwin (2021) further reveal that
these conclusions hold for DNNs of any reasonable architec-
ture. Moreover, Arora et al. (2019b) and Cao & Gu (2019)
even prove that the generalization performance of DNNs
can be theoretically bounded using ®

4. Data Valuation at Initialization (DAVINZ)
4.1. Domain-Aware Generalization Bound for DNNs

Recently, Arora et al. (2019b) and Cao & Gu (2019) have
proven that the generalization errors of DNNs can be theoret-
ically bounded using the NTK matrix with initialized model
parameters, hence making the performance estimation of

DNNs without model training possible in data valuation.
These generalization bounds typically rely on the assump-
tion that training dataset S and validation dataset T follow
the same underlying distribution, which may not necessarily
hold in practice. To overcome this limitation, we propose
a novel domain-aware generalization bound based on the
formulation of DNNSs in Sec. 3.2 to estimate the general-
ization performance of DNNs more precisely, especially
when S and T follow different underlying distributions. Let
S = {(z;,y;) }-5 of size mg be randomly sampled from
a source domain DS and T = {(z;, ;) }i-4 of size mp
be randomly sampled from a target domain Dr. We firstly
define domain discrepancy (as a measure of distribution
divergence) between D and Dg in Definition 1, which will
be used to derive our domain-aware generalization bound.

Definition 1 (Domain Discrepancy (Gretton et al., 2012a)).
Given any function space H, the domain discrepancy be-
tween Dy and Dg is defined as

d’H (DTa DS) £ sup
heH

By p, [0(2)] = Egep, [h()]|
which can be empirically estimated using samples S and T
from the respective Dg and Drp:

mTZh

dy (T, S) £ sup
heH

1 =
—m—S;h(w

Let the generalization error of function f on domain D be
Lp(f)and f*=argmin(Lp, (f) + Lp,(f)) fora DNN
model f. We assume that f(x,0) € [0,1] and there ex-
ists a h € H with h(x) < 1 s.t. for any data point x,
|f(:l?,0) - f*(wva)’ < h(:l!) Let )‘min(‘) and )‘max(')
denote the minimum and maximum eigenvalue of a ma-
trix, respectively. When £(f, y)=(f — y)>/2, the following
domain-aware generalization bound can then be derived
with ®( and ® , being evaluated on S:

Theorem 1 (Domain-aware Generalization Bound). As-
sume Ayin(©g) > 0 and |[Vof(w,00)ll, < p for any
(x,y) € Swith |||, ,y € [0,1]. There exist constants ¢ >
0and N € N s.t. for every n > N, when applying gradient
descent with learning rate n < min{2n"" (Apin(O) +
)\max(®oo))713 mS/AmaX(GO)}’ for any ft obtained at
time t > 0, with probability at least 1 — 26,

L, (f1) < Ls(f)+20\ G O5 ' G/ms +dyy(T,S) +¢

where each element in § is defined as § = y — f(x,0,) and
£ 90/ \Jii-+4y/Tog(4/5)(2ms) + /Iog(4/0)] (2mr) +
Lp, () + Lo (f7).

Its proof is in Appendix A.1. As shown in Theorem 1, there
exist two sources of generalization error: (a) in-domain
generalization error characterized by 2p(§}T®O

o g/ms)'?
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and (b) out-of-domain generalization error characterized by
dy (T, S). Similar to (Arora et al., 2019b), the in-domain
generalization error can be interpreted as a complexity mea-
sure of dataset .S which is usually highly related to the value
of a dataset (Mangalam & Prabhu, 2019). On the other hand,
the out-of-domain generalization error measured by the do-
main discrepancy will become zero when S approaches
T. Interestingly, when T is a preferred dataset of data
consumers, this result aligns with the desirable awareness
of data preference in data valuation, suggesting that the
domain-aware generalization bound in Theorem 1 can be a
good choice as the scoring function in data valuation.

4.2. Generalization Bound as Scoring Function

In conventional data valuation, validation performance (i.e.,
an estimate of generalization performance) is widely used
as the scoring function, but is known to be computationally
costly. Fortunately, our domain-aware generalization bound
in Theorem 1 is able to estimate the generalization perfor-
mance of DNNs without expensive model training. So, we
propose to utilize it as the scoring function to achieve supe-
rior efficiency in data valuation. Specifically, by ignoring
Ls(f,) and € in Theorem 1," we set our scoring function as

v(S) = —k\/T§' ©5'g/mg —dy(T,S)  (3)

where ¥ is evaluated on dataset S following its definition in
Theorem 1 and kK = 2p. To evaluate (3) in a practical way,
we need to choose a proper function space H and decide k.

Choice of H in dy (T, S). Note that H of a large capacity
is required to meet the assumptions for Theorem 1. Mean-
while, the evaluation of any function h € # should be
computationally costly to preserve the efficiency of our
training-free scoring function (3). As kernel methods based
on reproducing kernel Hilbert space (RKHS) have been
widely shown to be able to measure domain discrepancy ef-
fectively and efficiently (Sejdinovic et al., 2013; Long et al.,
2015), we also choose to obtain our  from RKHS. More-
over, we further use a multiple kernel variant of MMD (i.e.,
MK-MMD) (Gretton et al., 2012b) in our scoring function
to ensure a large capacity of .

Determination of x. Notably, x can be regarded as a
hyper-parameter to trade off between in-domain and out-
of-domain generalization errors to better characterize the
generalization performance of DNNs. We usually decide x
by realizing similar averaged scales of the in-domain and

'In practice, training error Lg( f;) usually approaches zero for
fully converged DNNs and can thus be ignored. Moreover, in
data valuation, we are more interested in comparing the relative
performances of ML models (Jia et al., 2019a; Xu et al., 2021b),
i.e., the value of my data in the presence of others’ data. So, the
constant € in Theorem 1 can be omitted from our data valuation.

Algorithm 1 Data Valuation at Initialization (DAVINZ)

1: Input: Datasets {S;}/, from K data contributors, val-
idation dataset 7', DNN model f with initialized param-
eters 6, kernel k for dy,, weighting factors o

2: for contributorz =1,..., K do

3: for coalition C C A\ {i} do

4 Evaluate the scores v/(S¢y(;y) and v(S¢) by (3)

5: Evaluate the marginal A; ¢ = v(Scugiy) — v(S¢)

6: end for

T 9= ccay e X Aic

8:

out-of-domain generalization errors to balance their effects
in practice. Let yg, and © g be evaluated on dataset S;
using the initialized model parameters 6,. We set

K dy (T, S;
K — Zz:l 'H( ) 7 (4)

K (AT o-1 ~
Zi:l (ysigo,si ysi/msi)

which can be further refined by averaging across different
random initializations 6, if available. Our empirical exper-
iments in Sec. 6 will validate that our scoring function (3)
based on (4) can indeed perform well in practice.

4.3. Training-free Data Valuation Algorithm

Our scoring function (3) can then be applied to the marginal
contribution calculations commonly seen in data Shap-
ley (Ghorbani & Zou, 2019) or LOO (Koh & Liang, 2017):

Ai,C £ V(SCU{Z'}) — V(Sc) (5)

where S; = {5;};c¢c denotes the aggregated dataset from
the coalition of parties C C A £ {1,..., K}. Finally, the
value of any dataset S; provided by contributor ¢ can be
evaluated as a weighted average of marginal contributions
of S; to all possible coalitions excluding 4, as in the Shap-
ley value (Shapley, 1953), Banzhaf value (Banzhaf, 1964;
Dubey & Shapley, 1979), or leave-one-out (Cook, 1977):

$i = Yecav Qe X Aic (6)

where o > 0 VC are the weighting factors. In particular,
for the commonly adopted Shapley value, o = |C|!/(K —
IC| — 1)!/K!. For Banzhaf value, ap = 1/2"7'. For
LOO, ap = 1,- A\{i}- Our Data Valuation at Initialization
(DAVINZ) algorithm (Algorithm 1) is therefore completed.

5. Properties of DAVINZ

As summarized in Sec. 3.1, data valuation methods should
enjoy the awareness of data preference and data quantity,
the stability to noise, and the robustness to model in prac-
tice. Sec. 4.1 has already shown that the domain-aware
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generalization bound in Theorem 1 is aware of data prefer-
ence (i.e., validation dataset). Hence, DAVINZ using this
generalization bound as the scoring function should also
enjoy its awareness of data preference. In this section, we
further show that our DAVINZ can also attain the other three
properties theoretically.

5.1. Awareness of Data Quantity

We prove that our scoring function (3) is aware of data
quantity in Proposition 1 by showing that it would distribute
a higher score to the dataset with more data samples:

Proposition 1 (Awareness of Data Quantity). Follow-
ing (Nguyen et al., 2021), suppose that Dg with zero
mean satisfies Assumptions A.1 and A.2, and 3o > 0
st. d = ©(m®™) Ym € N*'. Then, there is a constant
B > 0 s.t. with a high probability,

v(S) > —kBmg®? — dy(T,S) . (7)

Its proof is in Appendix A.2. Proposition 1 suggests that
when the size mg of dataset S increases and d4 (T, S) only
admits a minor change, our scoring function (3) would prob-
ably give a higher score to S. Notably, dy (T, S) indeed
only undergoes a minor change when sampling more data
from the same source domain Dg for the dataset S that
already achieves a large mg. This is because the empirical
expectation in d, (7', S) (see Definition 1) would be approx-
imately the same in this case according to the law of large
numbers. These results imply that our scoring function and
DAVINZ based on it indeed enjoy the awareness of data
quantity property.

5.2. Stability to Noise

We prove that our scoring function (3) can also enjoy valua-
tion stability to noise by showing that it gives similar scores
to the original dataset and its counterpart with a small-scale
noise. Given € € [0, 1], let ®, and @ . be the NTK matri-
ces of DNN model f evaluated on S = {(x;,y;)}.~5 and
its noisy counterpart S, = {(x; ., ;) },—, respectively. Let
|lz; — @; |l < € for any i, each element in g, be 7, =
Y- f(we’eo)s and A(S> Se) £ |d’H(T’ S) - d?—L(T7 Se |
Then, the following result can be derived:

Proposition 2 (Stability to Noise). Assume |f(x,0y)| < 7
for any x; or wi,e’ min()‘min(GO)v)‘min(®0,5)) > A’ and
min(g' 6, '3, ﬂ:@ai@) > « for any € € [0,1]. Then,
there exists a constant 3 > 0 s.t. with a high probability,

V(S.) — v(S) (0) + BmEe/3)+A(S.S.).

|§L
2\ﬁ

Its proof is in Appendix A.3 and the definition of O(-) is
in Appendix A.2. Proposition 2 suggests that our scoring

function (3) would probably give comparable scores to the
original dataset and also its counterpart with a small-scale
noise (i.e., small €) when A(S, S,) is also small. Though
it is non-trivial to show that A(S, S, ) is small theoretically,
our empirical results in Sec. 6.5 validate that a small di-
vergence between v(.5) and v(S,) can indeed be achieved
when e is small. Our scoring function and DAVINZ based
on it can thus also enjoy the stability to noise property.

5.3. Robustness to Model

We prove that our scoring function (3) is robust to model
choices by showing that it would distribute similar scores
to a dataset even when distinct DNN models are used under
certain conditions. Specifically, let © ; and @ 7 be the

NTK matrices of DNN models f and f’ that are evaluated
on the same dataset S of size mg, respectively. Let each
element in §; be J; = y — f(x,8,) with (z,y) € S; 7
enjoys a similar form. We derive the following result:
Proposition 3 (Robustness to Model). Suppose that
[f(z.60)] < 7 and |f'(x,0,) < 7 for any
T in S, min()‘min(@O,f)v Amin(eo f’)) > )\, and
min(ﬁ?@&}-gf,glj@a;,@\f/) > ~. With a high proba-
bility, if ||@q,; — O p|l2 < € then

WS 1) = (S D] < 5= (0(r) + yige/ ).

K
2V
Its proof is in Appendix A.4. Proposition 3 suggests that
[©0,7 — Oy s ll2 can be interpreted as a measure to evaluate
the robustness to model property of our scoring function (3).
Specifically, when applying two different DNN models to
evaluate the value of the same dataset, our scoring function
would probably deliver comparable scores to this dataset if
these two models share similar NTK matrices (i.e., small €
in Proposition 3). Surprisingly, even in the case of a large
€, our DAVINZ still produces a consistent data valuation
when DNNs achieve large \,;,(©g), as implied in Propo-
sition 3. Therefore, under any one of the conditions above,
our scoring function and DAVINZ based on it can enjoy the
robustness to model property.

6. Experiments
6.1. Valid Scoring Function in Practice

To justify the validity of our scoring function (3) in practice,
we examine the empirical gap and the Pearson correlation
between the estimated score and the corresponding ground
truth (i.e., validation accuracy of converged DNNs) of differ-
ent datasets. In particular, we construct 200 datasets in this
experiment and each dataset consists of up to 10K randomly
bootstrapped MNIST images (Lecun et al., 1998). A DNN
with two convolutional layers followed by a fully connected
layer is employed to evaluate (3) on these datasets.
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Figure 1. Empirical values of the generalization error and the esti-
mated bound in Theorem 1. The constant 2¢/+/n in € is ignored.

Fig. 1 illustrates the empirical values of the generalization
gap (orange) and the theoretical upper bound (blue) in Theo-
rem 1. The two values show strong correlations, thus imply-
ing that the bound can be useful for data valuation. Fig. 2
further demonstrates the strong correlation under the same
experimental setting. The estimated scores provided by (3),
surprisingly, achieve a nearly linear correlation with a coeffi-
cient of 0.954 to the ground truth, as shown in Fig. 2, which
strongly confirms the validity of (3) in practice. Our scoring
function (3) can thus be used as a promising alternative to
the validation performance in marginal contribution-based
data valuation methods (e.g., data Shapley (Ghorbani & Zou,
2019)). More interestingly, as shown in the zoomed-in plot
of Fig. 2, our scoring function may slightly underestimate
the true validation accuracy of DNNs. This observation
can be well-explained by our Theorem 1, which provides
an upper bound to the generalization error of DNNs and
hence a lower bound to the true validation accuracy. Despite
this marginal underestimation, it is still promising to apply
our training-free scoring function to improve the efficiency
of conventional data valuation pipelines (Ghorbani & Zou,
2019; Ghorbani et al., 2020; 2021; Jia et al., 2019b; Koh
et al., 2019) and preserve compelling effectiveness, which
we will demonstrate in the next section.

6.2. Effective and Efficient DAVINZ

We then compare our DAVINZ against other data valuation
baselines (e.g., validation performance (VP), influence func-
tion (IF) (Koh et al., 2019), and robust volume (RV) (Xu
et al., 2021b)) to demonstrate the effectiveness and effi-
ciency of our DAVINZ. In VP, the validation performance
after a model training of 300 epochs on a given training
dataset is employed as the scoring function. For IF and
RV, refer to Appendices D.4 and D.5 for more details. The
ground truth is averaged over 5 independent evaluations
using fully converged DNN models (i.e., a model training
of >> 300 epochs). To measure the effectiveness of different
data valuation methods, we evaluate the Pearson and Spear-
man correlation between their estimated data values and the
corresponding ground truth based on LOO. Meanwhile, the
efficiency of these methods is measured by the wall-clock
computational cost. The comparison is performed on both
classification and regression tasks. For classification tasks,
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5
E 0.7 ~O g -012
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; 0.6 ‘s 0.94
) ’~\3 0.92
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-06 -05 -04 -03 =02 -0.1

Estimated score
Figure 2. Correlation between the estimated score using (3) and

the ground truth of 200 randomly bootstrapped MNIST datasets.
The orange dotted line has a slope of 1.

we use a particularly difficult dataset split on MNIST and
CIFAR-10 (Krizhevsky et al., 2009) datasets by simulating
10 data contributors with each having a different number of
images from a single class label (e.g., only digit O or only
airplanes). For the regression task, we use the ising physical
model dataset (Mills & Tamblyn, 2019), which is split via
varying the number of samples more, as compared with that
on the classification task. Refer to Appendix D.1 for more
details about these two experiments.

Tables 1 and 2 summarize the results on the classification
and regression tasks, respectively. Notably, our DAVINZ
consistently achieves better correlations and lower evalu-
ation costs than other training-free baselines (i.e., IF and
RV).2 Even when compared with the training-based VP
method, our DAVINZ can achieve comparable correlations
to the ground truth while incurring more than 30x lower
computational costs. Different from the compelling per-
formance achieved by IF in (Jia et al., 2019b), IF gener-
ally performs poorly in our experiments, which may result
from the highly non-convex nature of DNNs that violate
the assumptions in IF. Moreover, the essential interdepen-
dence among samples in a dataset from a contributor in
these two experiments may be ignored by IF since it evalu-
ates the influence with a simple arithmetic summation over
individual data samples. Surprisingly, VP achieves poor
correlations on the ising physical model dataset when us-
ing CNNS. This may result from the difficulty in deciding
proper hyper-parameters (e.g., number of epochs, learning
rates) for the model training in VP. Fortunately, our training-
free DAVINZ is independent of these hyper-parameters and
can consequently circumvent the uncertainties introduced
by these handcrafted design choices in model training, thus
leading to more consistent results.

6.3. Awareness of Data Preference

Our training-free data valuation algorithm DAVINZ novelly
uses a domain discrepancy between the training and valida-

2Though IF and RV require a one-shot model training on the
grand coalition of datasets, they are regarded as training-free data
valuation baselines in this paper since any further model re-training
after the one-shot model training can be avoided in IF and RV.
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Table 1. Comparison among DAVINZ and other baselines on classification tasks. Each correlation coefficient is reported with the mean
and standard error over 5 independent evaluations. Each cost includes the evaluation of 11 scores for LOO over 10 different datasets.

Method Model MNIST CIFAR-10
Pearson Spearman Cost (Min.) Pearson Spearman  Cost (Min.)
VP VGG13 1.00+0.00 0.98+0.01 88.6 0.53+0.28 0.7740.09 88.4
ResNet18 0.99+0.00 0.97+0.01 185.9 0.63+0.17 0.70+0.09 211.8
IF VGGI13 0.17+0.04 0.30+0.07 11.0 0.554+0.04 0.57+0.03 11.0
ResNet18 0.42+0.05 0.55+0.07 22.6 0.084+0.07 0.07+£0.10 26.3
RV VGG13 —0.01£0.05 —0.1440.08 9.7 0.17£0.03  0.324+0.06 9.6
ResNet18 —0.36+0.11 —0.30+0.05 18.8 0.18+£0.05 0.224+0.07 21.6
DAVINZ VGG13 0.84+0.01 0.524+0.02 2.5 0.46+£0.10 0.4440.12 2.0
ResNet18 0.85+0.00 0.6240.00 33 0.554+0.03 0.67+0.03 3.2
Table 2. Comparison among DAVINZ and other baselines on a In-domain  —— VP —¥— RV DaVinz  —e— Ground Truth
regression task. Similarly, each correlation coefficient is reported =
with the mean and standard error over 5 independent evaluations. 10 z EE
Method  Model Ising Physical Model Dataset Qo5 _ | .
Pearson Spearman Cost (Min.) 0.0 ‘v——v\kv_"_q_v g ﬂ ﬂ ?r
vp MLPI0 0.998+£0.001  0.9780.007 17.1 s | A
CNN8  0.317£0.169  0.273£0.137 34.4 v23 a5t e
IF MLP10  0.095£0.250 —0.006-:0.072 1.9 @ (®)
CNN8  0.189+0.142 0.001£0.124 4.1
Figure 3. (a) Awareness of data preference achieved by different
RV MLPIO  0.727:£0.231  0.699:£0.182 20 methods. Results (re-scaled to [0, 1] using min-max normalization)
CNN8  0.805+0.009 0.818+0.041 4.1 ) . ) g .
MLPI0 099420.001 090520018 T are reported with the mean and standard error over 10 indepen-
DAVINZ  ove' 0.82340003  070240.063 2.0 dent evaluations. (b) Examples of MNISTM and MNIST images.

tion datasets to realize its awareness of data preference, as
justified in Sec. 4.1. To verify this property, we compare
DAVINZ with other data valuation baselines on MNIST and
MNISTM (Ganin et al., 2016) datasets using the same DNN
model in Sec. 6.1.° Specifically, we construct 10 training
datasets of size 10K and each training dataset consists of a
different mixture of MNISTM and MNIST images. For ex-
ample, dataset S; contains 10% MNISTM images and 90%
MNIST images, dataset .S, contains 20% MNISTM images
and 80% MNIST images, and so on. However, the valida-
tion dataset only contains MNISTM images to indicate the
preference of the data consumer in practice. Thus, from
dataset S, to dataset S, the domain discrepancy between
the training and validation datasets becomes smaller.

As shown in Fig. 3a, the dataset scores provided by our
scoring function (3) with a sufficiently large  (i.e., with
only the term related to the in-domain generalization error
in Theorem 1) shows an inconsistent trend to the ground
truth. This observation indicates that the in-domain gener-
alization error term in (3) alone is not capable of capturing

*We do not discuss IF here and in the following experiments
about the behavior of v(S) because IF requires defining an extra
grand coalition dependent v (S 4) term to evaluate individual v/(.S).

MNISTM is created by translating and adding randomly selected
backgrounds to MNIST images, as detailed in (Ganin et al., 2016).

any potential divergence between the training and validation
datasets. Fortunately, our scoring function (3) is able to mit-
igate this undesirable phenomenon by applying the domain
discrepancy term within it (i.e., with an appropriate s ac-
cording to (4)) to capture the potential divergence between
the training and validation datasets. Specifically, in Fig. 3a,
our DAVINZ is shown to achieve a similar trend of dataset
scores as the ground truth (with a strong Pearson correlation
of 0.960) and VP. In contrast, RV shows an inconsistent
trend to the ground truth in this scenario because RV is
validation-free and may score datasets incorrectly especially
when there exists significant domain divergence between
the training and validation datasets.

Overall, our method has shown its awareness of data prefer-
ence. We recognize this awareness of data preference as an
important property in validation-based data valuation since
it helps data consumers decide which dataset is more use-
ful based on their application preferences and allows them
to make more informed procurement decisions. Moreover,
our DAVINZ advances other baselines by achieving higher
flexibility in data valuation when data consumers have their
preferences for x. For example, data consumers can use
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Figure 4. (a) Awareness of data quantity and (b) stability to noise
achieved by different data valuation methods. Results of each
method (re-scaled to [0, 1] using min-max normalization) are re-
ported with the mean and standard error over 10 evaluations.

to represent their trust in the data contributors in providing
useful datasets close to their interested application (i.e., the
validation set): Use a large « in the collaboration among
government agencies when there exists unflinching trust and
a small x among self-interested data sellers.

6.4. Awareness of Data Quantity

To justify that DAVINZ is aware of data quantity (Sec. 5.1),
we compare it with other baselines using a 10-layer MLP
model on the ising model dataset. The results are illustrated
in Fig. 4a. Notably, both ground truth and VP demonstrate
that a dataset of a larger sample quantity typically enjoys a
higher score. This increasing sample quantity would even-
tually achieve a diminished marginal effect on the score of
datasets in both ground truth and VP. Remarkably, nearly
the same results can be achieved by DAVINZ, which con-
forms to our theoretical analysis in Sec. 5.1. On the other
hand, RV has a distinct behavior compared to ground truth
and VP. Overall, our DAVINZ is able to be aware of data
quantity in practice. As an implication, data contributors can
usually contribute more valuable datasets to data consumers
by collecting more data samples.

6.5. Stability to Noise

We then investigate the effect of noises on data valuation
across baselines (Sec. 5.2). A 10-layer MLP model and the
ising model dataset are used. In particular, we construct 10
different datasets of size 500 by adding Gaussian noise of
different scales into the original dataset. Specifically, the
o in the Gaussian noise (0, 02) is increased uniformly
from 0 to 0.45 for these 10 datasets. The results are illus-
trated in Fig. 4b. Notably, relatively stable dataset scores
are achieved by ground truth, VP, and our DAVINZ, even
after adding small-scale Gaussian noises (i.e., ¢ < 0.1 in
this case) into the original datasets. This can be explained
by the robustness of DNNs after their model training with
random noise. Meanwhile, our DAVINZ can also enjoy a
similar decreasing trend of dataset scores to ground truth
and VP when noise increases to a large scale (i.e., 0 > 0.1).
Interestingly, this phenomenon can also be explained by

Table 3. Data valuation using different DNNG (i.e., from f to f').
Each result is averaged over 10 datasets and 5 initializations.

DAVINZ VP
Model f N f/ % )‘min,fv )\n;in,f’ A1/(S) Azf(S)
(%) (x107%) (%) (%)
VGG 11—=13  97.0£0.0 56, 1.6 4.8+0.8 2.0+£0.2
11—16  99.8+0.0 56, 0.10 8.3+04 8.1+04
ResNet 18—21 38.8+2.6 1300, 1600 5.0+03 9.9+0.3
i 18—34  101.6£3.5 1300, 2100 42403 7.2+£0.9

Proposition 2. According to Proposition 2, the scores of the
noisy and original datasets should experience a larger diver-
gence given a larger-scale noise. Since large-scale noises
would typically hurt the performances of ML models, the
noisy dataset should receive a much lower score than the
original dataset when e is large in our Proposition 2. For
RV, it produces the most unstable and imprecise results in
Fig. 4b, which further implies that our DAVINZ is superior
to it. Overall, DAVINZ has shown its stability to small-scale
noises and also its consistency with training-based methods
(e.g., VP) when large noises are present in datasets. As
an implication, data contributors need to clean their noisy
datasets to achieve their desirable higher dataset values.

6.6. Robustness to Model

We finally examine the provable model-robust property of
our data valuation method DAVINZ. We apply VGG and
ResNet on 10 randomly sampled datasets containing 1000
CIFAR-10 images each to compare the DAVINZ scores
under different DNNs. The results are summarized in
Table 3 where €%=(/®¢ ; — O ,|l2/[|®y,[|> measures
the relative difference of NTK matrices, A, s denotes
the minimum eigenvalue of the NTK matrix on f, and
By =l (S5 f) = v(S: £))/(S; f)l. Surprisingly, al-
though the NTK matrix (i.e., €%) has considerable varia-
tions when the depth of VGG or ResNet increases, DAVINZ
using these models is still able to give consistent dataset val-
ues, which aligns with the results of training-based method
VP. Moreover, similar to the training-based method VP, we
also observe a more consistent data valuation when using
a DNN with a larger \,;, (e.g., the results of ResNet21
vs. ResNet34 in Table 3), which conforms to the conclu-
sion in Proposition 3. More results about the model-robust
property of our DAVINZ are provided in Appendix E.1.
Overall, our DAVINZ enjoys robustness to models, which
perfectly aligns with training-based methods. Therefore,
our DAVINZ can be an efficient alternative to training-based
data valuation methods, even when consistent data valuation
on different DNNs is required.

6.7. Application: Large-scale Shapley Value

We showcase that DAVINZ makes Shapley value calculation
of large-scale collaboration (Jia et al., 2019a) on complex
deep neural networks feasible in practice. We construct 100
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Figure 5. DAVINZ Shapley value of 100 data contributors with
ascending size of CIFAR-10 images. Values are re-scaled to [0, 1]
using min-max normalization. The model used is ResNet18.

data contributors containing ascending numbers of CIFAR-
10 images s.t. S; has 5 data samples and S;(, has 500
samples. DAVINZ significantly reduces the computation
time for each contribution evaluation to a matter of seconds.
Using the truncated Monte Carlo Shapley algorithm (Ghor-
bani & Zou, 2019) for 1K permutations of 100 contributors’
orderings (i.e., approximately equivalent to 20K model train-
ing in VP), we obtain the results in Fig. 5 in a few hours.
The ascending trend of the Shapley value in Fig. 5 confirms
our construction of ascending dataset sizes and thus the
effectiveness of DAVINZ.

6.8. Application: Data Summarization

Data summarization (Ghorbani & Zou, 2019; Wang et al.,
2021b) is another application in the age of big data that an
efficient data valuation algorithm like DAVINZ can enable.
Specifically, we often have plenty of datasets collected in
various means, but it can be too computationally costly to
train a model using all of them. Which datasets should be
removed first without significantly degrading the model’s
performance? On the contrary, we can also use data valua-
tion to advise a data buyer under budget to choose a small
yet representative subset of datasets for model training. We
show promising results of DAVINZ’s data summarization
over a large number of datasets.

We propose a modified training-free data valuation algo-
rithm suitable for large-scale data summarization. To im-
prove the runtime efficiency, we change line 3 of Algo-
rithm 1 to C = () s.t. we only consider the marginal contri-
bution of a dataset w.r.t. the empty set.

With the modification proposed above, the time complexity
of DAVINZ only scales linearly with the number of datasets.
Thus, it has the ability to perform summarization over a
large number of datasets. As an illustration, we experi-
ment with 2 MNIST images randomly split into 10 datasets
and investigate the effect on true validation accuracy when
datasets are sequentially added or removed from the training
set. As shown in Fig. 6a, we can still achieve a validation
accuracy comparable to that achieved using the full train-
ing set after removing 7 out of 10 datasets of the lowest

o
©
£ =gy -
5 ® S - -
3 0.90 M N 2 o
. ", 7
@ Ry A7
5 0.85 VAN %
= AR AN 9
© \ /
= 0.80 \ / —e— Highest value
5 \\ / Random
0 0.75 o| 14 —e— Lowest value
>
2
= 1 3 5 7 9 0 2 4 6 8

Number of datasets removed Number of datasets added

(a)

Figure 6. Effect on true validation accuracy when (a) removing or
(b) adding datasets in the order of dataset values. The plots show
average and standard error over 10 random initializations.

values. Therefore, we suggest that resource-constrained
practitioners remove datasets with the lowest value first to
save computational cost. Similarly, in Fig. 6b, we obtain a
relatively high validation performance after adding only 3
datasets of the highest values. Thus, we suggest that bud-
geted data consumers buy datasets with the highest values
first.

7. Conclusion & Discussion

In this paper, we have introduced the DAVINZ algorithm
which is a novel training-free method for efficient and trust-
worthy data valuation in applications using large complex
DNNs. In particular, we have novelly derived a domain-
aware generalization bound for DNNs using the recent NTK
theory to characterize the performances of DNNs without
model training. By exploiting this generalization bound as
the scoring function and using conventional data valuation
techniques (e.g., SV and LOO) as the valuation function,
DAVINZ is capable of valuating data effectively and effi-
ciently. Interestingly, our training-free DAVINZ is able to
enjoy the desirable properties that training-based data valua-
tion methods usually attain (e.g., awareness of data prefer-
ence and data quantity, stability to noise, and robustness to
model). This further implies the reliability of our DAVINZ
in practice. Moreover, since DAVINZ significantly reduces
the computational costs of practical data valuation with
DNN:gs, it even makes the calculation of Shapley value on
large-scale collaborations and also data summarization over
a large number of datasets affordable. Overall, thanks to
the remarkable effectiveness and efficiency of our DAVINZ,
it should be able to enjoy a wider applicability than conven-
tional training-based methods.
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A. Proofs
A.1. Proof of Theorem 1

We firstly introduce the following lemma, which is adapted from (34) based on ||Vg f(x,0)|, < p and £(-,-) being
1-Lipschitz continuous in the proof of Theorem 2 in (Shu et al., 2022).

Lemma A.1 (In-domain Generalization Bound using NTK). Assume that \,;,(©¢) > 0 and ||V f(x,00)|, < p for
any (z,y) € S sampled from D with ||z||, < 1 and y € [0, 1]. Given the loss function {(f,y) = (f — Y)?/2 and define
U 2y — f(x), there exist constants ¢ > 0 and N € N such that for every n > N, when applying gradient descent with
learning rate 71 < min{2n"" Amin (O ) + Amax (O o)) ™ MAmax (©0) Y, for all the functions f, obtained during the
optimization, with a high probability (1 — ) over the dataset S of size m, we have

Lo(F) < Ls(f) +20\/5 O G/m + e

where y = [y, - - ~§m]T, e = 2¢/\/n + 3+/log(4/5)/(2m) and Apin(+); Amax(*) denotes the minimum and maximum
eigenvalue of a matrix, respectively.

Remark. Note that the assumption of ||V f(x, 8)|, < p can be well-satisfied as shown in Lemma 1 of (Lee et al., 2019).
Besides, as justified by Shu et al. (2022), A\ ,,;,(©) > 0 can be satisfied by introducing zero-mean noise into the gradient of
model parameters and this lemma will still hold with high probability in this case.

Define ep, £ Lp, (f*) and ep, = Lp_(f"). we naturally have ep = ep, + ep, since ep = Lp (f*) + Lp (f7).
Let ¢g and ¢ be the probability density function for data distribution Dg and Dy, respectively. Since dy, (D, Dg) =
SUPpen ’EDS [A(-)] = Ep,_.[h(-)]|, inspired by Ben-David et al. (2010), we have the following inequalities by assuming that
loss function £(+, -) is a-Lipschitz continuous in the first argument.

Lo (F) = Lo, (F) € By, [0 (@), y) — 0 (@), 9)]
Q Eiay)on. |0 (@), y) — €(F (@), )|+

‘E(m,y)st V(f(w)a y) - Z(f*(w)v y)‘ - E(m,y)N'DT M(f(w>7 y) - E(f*(:n), y) ’ ‘

Q By, [0 (@).y) — £ (@),9)| + \ / (65(x) — dr(@) |(f(@).y) — £/ (), y)| dz

< Bl s (0 (@), ) + £F (@), 9) +a

(e) *
S E(w,y)N’DSE(f(w)v y) + E(w,y)NDsg(f (:B), y) +a

()

< epg +Lp (f) + sup |[Ep, [h(z)] — Ep, [h()]]

/(qbs(w) — ¢r(@)) |f(x) — f(x)|dw

/ (65(x) — br()) h(z)dz

(9)
< epg + Lp,(f) + ady(Dr, Ds)

®)
where (a) and (b) derive from the triangle inequality. Besides, (d) is based on the assumption that loss function (-, -) is
a-Lipschitz continuous in the first argument and (e) relies on the assumption in Theorem 1 that there exists at least one
h € H such that for any @, | f(x,0) — f"(z,6)| < h(z). Finally, (g) derives from the definition of dy, (D, Ds). The
generalization performance on target domain D+ therefore can be bounded using the generalization performance on source
domain Dy as below,

Lp, (f) < Lp (f) +ady(Dr, Ds) + ﬁDT(f*) +épy
< Lp (f) + ady(Dy,Dg) +ep, +ep, 9
< Lp,(f) +ady(Dp,Dg) +ep -

In practice, dy (D, Dg) is non-trial to evaluate. We therefore approximate dy (D, Dg) using dy (T, S) where T and S
denote the datasets of size m¢ and mg that are randomly sampled from D1 and Dg, respectively. Particularly, following
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the Hoeffding inequality and the assumption that h(x) < 1, we have that
1 m

P il
(RS

Letd =2 exp(metz), with probability at least 1 — 4, the following inequality holds.

) < 2exp(—2mt?) . (10)

1 — log(2/6)
m ; om (b
Similarly, the following inequality holds with probability at least 1 — 4.
Mg
E —E — - — ;
|| Dg [h(x)] — DT ’ my 4 Z h(z mg ;h(wz)
Ep, [h(e)] - - iﬁm ) - (Eo, @) - -1 S nie)
- Ds mg i Dr my i
i=1 i=1
, ms | (12)
<|E - — E - — :
< [Eo, ()] = 13 bleo)| + o, (be)] - -3 hieh

§ ¢ log(4/9) , \/1og<4/6> '
- Qms 2mT

Based on the inequality above, we can approximate dy (D, Dg) using dy (T, S) as below with probability at least 1 — .

dy (D, Dg) = sup |Ep_[h(z)] — Ep_[h(z)]|

heH
s L | fogaje) | floa)a)
<sup|—S h(m)— —S "k
f{gg mS; (@;) mT; (@) +\/ 2mg + 2my (13)

2ms

Combining the results above, with probability at least 1 — §, we have

Lp, (f) < Lp (f) + ady(Dr,Ds) +ep
log(4/0) , \/10g(4/5) . (14)

2m5 2mT

< Loy (f) + ady (T, 5) + a\/

Note that « = 1 for loss function ¢(f,y)=(f — y)2 /2 when f,y € [0, 1]. Therefore, by integrating the conclusion in
Lemma A.1 with the results above, the following inequality holds with probability at least 1 — 24.

Lp,(f) < ACDS(f)+Ode(T7S)+a\/105$/§) +a\/10§7(;1/5) N
’ ' 5)
90,y

< Ls(f)+2p me

+ d’H(T7 S) + €

where £ £ 2¢/\/n + 44/log(4/0)/(2mg) + /1og(4/8)/(2mr) + ep. The proof hence is concluded.



DAVINZ: Data Valuation using Deep Neural Networks at Initialization

A.2. Proof of Proposition 1
We firstly give definitions for symbol O(-), ©(-) and ©(+).

Definition A.1 (Definition of O(-)). If there exists constants ¢, > 0 such that for all x with 0 < |z — a| < §,

we can say

we can say
f(x) =Q(g(x)) aszr —a.

Definition A.3 (Definition of O(+)). If there exists constant 1, cy,d > 0 such that for all x with 0 < |z — a| < 4,

¢ -g(@) < |[f(2)] < ez gla),

we can say
f(z) =06(g(x)) asx — a.

To prove our Proposition 1, we then introduce Lemma A.2 based on the following assumptions. We refer to Nguyen et al.

(2021) for more details.

Assumption A.1 (Data Scaling (Nguyen et al., 2021)). The data distribution D(x) with © € R? satisfies the following
properties:

/ ]| dD () = O(V) | / ||| 3D () = ©(d) .

/ :c—/a;'dD (m/)

Assumption A.2 (Lipschitz Concentration (Nguyen et al., 2021)). The data distribution D(x) satisfies the Lipschitz

concentration property. Namely, for every Lipschitz continuous function f : R? — R, there exists an absolute constant
¢ > 0 such that, forall t > 0,

i dD(z) = Q(d) .
2

P(‘f(a:)/f(m') dD (z')

N t) < 9=t/ 1

Lemma A.2 (Corollary of Theorem 3.2 in (Nguyen et al., 2021)). Let {x;}.~, be a set of data points randomly sampled

from D, where D has zero mean and satisfies the assumptions above. Let ©y be the NTK matrix. Then, for any even integer

- - —2/(r—0.5)
o~ UD _ 2 —Q(dm )

constant v > 2, with probability 1 — m , we have

)‘min((a()) = @(d)
where A i, (©g) denotes the minimum eigenvalue of ©,.

For Lemma A.2 to hold with high probability, m cannot grow super-polynomially in d. We introduce an additional
assumption.

Assumption A.3. Assume that 3o > 0 such that d = ©(m®),¥m € NT.
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Then, by introducing the conclusion in Lemma A.2 into our utility function v(-), there exists a constant 5 > 0 such that the
following holds with high probability.

v(S) = —k\/§' ©g'g/mg — dy(T,S)

> 1512 €3] 151l /ms — dur:5)
(16)
> =\ Amin(©0) ™' — dy (T, S)
= —kO(d"Y?) = dyy (T, S)
> —kBmg®? — dyy (T, 5)

where the second inequality derives from ||y ||§ < mg with g € [—1, 1]’ based on the assumption in Theorem 1. Our proof
hence is concluded.

Remark. Note that a zero-mean data distribution can typically be satisfied by subtracting the original data distribution
with its expectation. Meanwhile, as justified in (Nguyen et al., 2021), Assumption A.1 are scaling conditions on the data
vector a, which can be easily satisfied by normalizing the whole data distribution with a certain constant. Moreover, Nguyen
et al. (2021) show that many real-world distributions are able to satisfy Assumption A.2, such as the standard Gaussian
distribution, the uniform distribution on the sphere, etc. The Assumption A.3 is satisfied in the high-dimentional regime.
Nevertheless, we provide empirical validations in Section 6.4.

A.3. Proof of Proposition 2

We introduce the following lemma, where the first result in Lemma A 4 is adapted from (Lee et al., 2019).

Lemma A.3 (Lemma 1 of (Laurent & Massart, 2000)). Ifxq,--- ,X,, are independent standard normal random variables,
fory = Zle x2 and any e,
Pr(y — k > 2v'ke + 2¢) < exp(—e) .

Lemma A.4. Assume |||y, ||x'||o < 1 and o is 1-Lipschitz continuous and (-Lipschitz smooth with o(0) = 0, there is a
p1, po > 0 such that with a high probability, we have
Ve f(,00)l, < p
IVof(a.00) = Vo (@', 60)|l, < pz &~ 2], -

Proof. Note that ||V f(x, 6))||, < p1 can be adapted from the Lemma 1 in (Lee et al., 2019). We therefore only provide
the proof of our second result. To ease notations, we hide the model parameter 6, in the following proofs and use V, f ()
to denote the gradient w.r.t the output of g if g is a function. Specifically, based on the formulation of DNNs in Sec. 3.2,

Vot (@) = Vof @)l

L—1
= Z vamf(fﬂ) - VWU)f(iE/)Hf:
2

F

L—-1
1 - -
> |V, @3 V@) = ¥ e fla)3 0 @) |

L—-1
= =3[9, F@30@) T = V000 @) @)+
=0

2

(v aen f(2)5 ()T ngnf(w/)é(l)(w/)T) |

F

Z H ““)f ( )" - Vg(z+1>f(:c’)§(l)(:c)T”i+

=0



DAVINZ: Data Valuation using Deep Neural Networks at Initialization

(9,000 7@)30 @) =V en £@)3 0T+

2||V, 00 £@)5" @) = e (@15 (@) HF | (V0073 @) =V 0 @37
< \/ﬁz (7,000 5@ = ¥ 16) 0@ 4 9,000 110) (300 - 31@) z+

2 (9,00 @) = T,000 1) 1@, |9 00050 (50 - g<”<w’>)T 2
< i 9,00 160 % s [0+ [0 o 0 - 0 0
270000~ @ e 1[5, |00 50 5000~ 590 (1)

where the second inequality derives from || - ||z < v/n|| - || and triangle inequality of matrix norm. Consequently, we only
need to bound each term in the last inequality above.

Based on Lemma A.3, with probability at least 1 — Ld, for all [ € [0, L — 1], the following inequality holds.

|#”@], = |- @], < | @], < 7w

\/n +2vn? log( 1/5)+210g(1/5)H )(ac)H

< e
g (x) ,

- f
— /n 1 2log(1/6) + 21og(1/3)/n Hg“*”(m)HZ (18)
< (Vo 2108(1/9) + 2108(1/0)/n) el

< (\/n T 2log(1/0) + 2 10g(1/5)/n>l

2

Similarly, with probability at least 1 — L, for all I € [0, L — 1], the following inequality holds.

e e
Hg(l) g9y )2
fHW (V@) - N@) (19)
< W e -]

< (\/n + 2log(1/0) + 210g(1/5)/n)l | — a:/”2

Let ® denote the element-wise multiplication of two vectors and & (-) denote the derivative of activation function o (-). With
probability at least 1 — Lo, for all [ € [0, L — 1], the following inequalities hold.

[V, fla (WD) (V000 (@) © 616" (a)))

=]

L 2 (20)
< <\/n—|— 21og(1/6) + 21og(1/6)/n)
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Vg(z+1)f(w) - Vg(lJrl)f(wl)H2
WD) (T 0 (@) © 60D (@) — V000 (@) 0 66 (')

7

2
T
- ‘\/ﬁ WD) (V0 f(2) © 560 @) = Vo (@) @ (9" (@) ) +
a+n\ " N (142) / (1+2)
7 (WD) (V,0mf@) 066" @) = V wn fla)) © 65D (@) | o
7 [WED |9, m0@) 0 606 @) = ¥, em fl) © 6164 (@) +
7 (WD ||V ,0em f(@) @ (6" (@) = Vs fl2) © 65 ()|
< W (9,0 @ = 9 en @], 489 geon 1@ o2 @) - o200
= O(||= —='|))
where the last inequality can be derived by using (18), (19) and (20).
Finally, by introducing (18), (19), (20) and (21) into (17), there exist a constant p,, with a high probability, we have
Vo f(z,00) = Ve, f(@)|, < o2l -], . (22)
O

We can now prove our Proposition 2. To ease notations, we also hide the model parameter 6, in the following proofs.
Specifically, in the case of noisy data x, (or . ||y < e(or ||a:/ —xl ||2 <e). Let ©g
be the NTK matrix induced by dataset with noise € and §. = y — f(x., 8y), we hence have

Tl o~ AT a1~
7'0,'5-9.0,ly.| = ‘y 0,'7-v' 0. 'y+y' Oy -y Oyly+y O5ly — 3. ©5l5.
(23)

T T T T - T - AT -1~
< ‘y 0,'g—y ®oly(+‘y 'y -y ®o,iy‘+’y 00y — Y. O, 9.

With Lemma A.4, we have

|®0(ma3’3/) - ®O(m67m/e)| = ‘Qo(mvﬂ?/) — O(z, x,) + Oy (z, ) — 60(3’395’3/6)’
< ‘@o(%ﬂ?/) - @0(55»93/6)| + |@0(33,$/e) - 60(336733/6”
— |Vos(@.60)7 (Vo,f(a) ~ Vo,/ @)| +|(Vos (.80) Vo, () Vo, ()
< |Vef(z,00)ll,|| Ve, f(x) — Veof(m/e)HQ + || Vo f(x,6) — Voof(me)Hg ||V00f(fb’/e)|’2
=pio2 (|2 =z, + |2 —zc]],)
= 2pypa€.

(24)

Let Ay and Ay, o be the smallest eigenvalues of ® and @ ., respectively. Consequently, for dataset S of size mg with



DAVINZ: Data Valuation using Deep Neural Networks at Initialization

y €[0,1]™,
1©0 — O cll2 < [[©g — O cllr < 2p1pamge

y' Oy 'y — yT@Jiy’ =ly' (661 —~ 68@) y‘Q

—1 —1
@, - 0!

IN

2
i3

IN

©;" (8~ ©,) O

i3 25)

<Jor'] 1o -6l o

2
lyll2
2

2
< 2p1p2m5||yH2€/()‘min>\min,e)
S 2p1p2m?§'6/(AminAlnin,e) .

Since ® is symmetric, we can also represent @, as @, = VAV’ using principal component analysis (PCA), where V
and A denotes the matrix of eigenvectors {v; };~; and eigenvalues {); };~,, respectively. Based on the assumption that
|f(x,0y)] < 7 for any « and A; > 0 we have the following inequality:

mg

mgs
DAY= N (v )
i=1

T AT -1~
y' 0,y -3 6013}‘:

mg
<> iy - gy
=1

mg
<> N
i=1

T T ~A~T
v, (yy —yy v,

(26)
2\ 1 2 T T
<Y A il vy -8,
i=1
2\ -1 T T
SRS Tl
< ; vy -9y |
<mg H@Jl T(2+7)
tr
where the last inequality can be derived by exploiting the fact that H(-)a ! H =" L and
tr
v =5 = |V — 0~ (@.00)°] < 17 (@.80)| 120 — (@, 80)| < T2+ 7). @7)
Similarly, we also have
v euly — 505 5| < ms||epl| r2+7). (28)
By introduce the results above into (23), we have
AT a1~ ~To—1~ ~Ta—-1s To-— To- Ta— To— ~T -1
TR IR TALC I TA RS ‘y 0,'v-y 65 1y‘+’y O 'y—y ®o,iy‘+‘y O,y — . Op U
(29)

<ms (|ei7], + |es:
tr

) T(2 + 7_) + 2p1mege/()‘min)‘min,e) .
tr

Since min(g' Oy 'Y, . O t9.) > vand A(S,S,) £ |dyy (T, S) — dy (T, S.)|, let B = 2p; p,, we then have the following
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inequalities:

() = v(S)| < K \/@Z O G/ ms — \/@T@Slﬁ/ms +A(S,S,)

IA

K ‘AT 1~ ~ATo-1~
T — Y 1G] y_yee eYe +AS,S€
N AT 0 (5,5.) o

< % (\/@ (Hegl + H@g,i tr) T(2+7) + 2p1p2m5\/nTSe/(AmmAmm,e)) +A(S,S,)
< 2\% (0(7) + Bms y/ise/N) + A(S, 5.)

where the second inequality derives from the Lipschitz continuity of function \/x when x > . The last equality is based on
the definition of O(-) since 7 is small and the assumption that A, Ain,c > A. The proof hence is finally concluded.

Remark. Note that 7 indeed will be small in practice as validated in Appendix E.2.

A 4. Proof of Proposition 3

Let © ; be the NTK matrix induced by the dataset on model f and 3y = y — f(x., 6,). Following the same principle
shown in the proof of Proposition 2, we have

T 1~ ATl T o1~ T T - T - T - T o1~
Y1 ©o U — 40, 1y :‘yf O~y ©oy+y Ogyy—y O Ly +y O Ly -0 LYy

~T -1~ Ta—1 Ta—1 Ta—1 Ta—1 ~T -1 ~
< ‘yf O, 1Yr — Y @o,fy‘Jr‘y ©o Y~y ®O,f/y‘+’y ©) Y —YyO, pyy
-1 -1 -1

<ms ([e] Jrer el [ens —eu, e

<ms (3]

—1
e HQo,f

2
|, i3

—1
" + Heo’f/ [r) T(2 + T) + mSe/(Amimf)\min,f/) . (31)

1~ o~

Based on the assumption that min (@;@nyf, y;/@g},gjf/) >, min(Apin, £ A\pin f/) > )\ and the fact that dy, (T, S)

is independent from f and f’, we have

850) ~ (5] = |\ 57 €535 /ms — 7.0, i s

~T ~—1~ ~T ~—1 ~
Yr ©o Uy —Yp O, p Yy

K
R —
_2./ms'y‘ (32)

< 5 (vims (|@ui], +]@53 ) 72+ 7) + vimse/ Q. )
< % (0(r) + vimse/ )

which concludes our proof.

B. Efficient Approximations of ©,

The NTK matrix ©, € R,,, ., enjoys an elegant definition of ©(x, ') = Vg f(x)Vef(x')" (Equation 2). However, we
face several difficulties in implementing it in practice. In this section, we mainly address the empirical approximations of
the NTK due to memory and time constraints. The invertibility guarantee of @ is given in Appendix B.4.

Generally, computing ©, for a dataset S requires pairwise products for the set of gradients Vg f(x) forallx € {x;,...,x,,}
data samples in the dataset S. Each gradient term Vg f () with respect to the parameters @ € R? is a vector of length p.

A straightforward implementation involves on-the-fly evaluations of V4 f(z) and Vg f(x') for each NTK entry © (x, x).
This requires om? gradient evaluations naively, which reduces to m? evaluations by calculating in a row-wise manner. Since
®, is symmetric, we effectively require %mg evaluations. However, this method still contains repeated evaluations and yet
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could not make use of potential efficient parallelism implementations in popular machine learning platforms like PyTorch
and TensorFlow. In practice, each gradient evaluation takes a fraction of seconds, even computing the NTK for a dataset
with 1K samples could easily take up to 1 GPU day and thus become clearly infeasible.

A potential solution would be calculating each gradient once and storing the gradients in memory to avoid repeated
evaluations. This potentially reduces the computational requirement to m gradient evaluations. However, video RAM of an
ordinary GPU could pose constraints for time-efficient exact NTK evaluation because it requires storing an m X p gradients
matrix. In our baselines experiments, for example, .S 4 has size m = 10750 and ResNet18 has p ~ 11.2 x 10° parameters,
such a gradients matrix easily exceeds the limit of commercial GPUs.

One workaround would be using a fast Solid-State Drive (SSD) for storage. However, we usually consider I/O operations
like reading from and writing to disks as slow operations unless specialized hardware is used. We do not use this method in
our implementation. We instead consider a batched evaluation technique that circumvents the memory constraint.

B.1. Diagonal Block Approximation

We approximate ® with a matrix containing only the diagonal [ x [-sized blocks, where each block only involves a batch
of [ data samples. For simplicity, we assume [ is a factor of m. We first define such block matrices,

O(T(i—1)i+1:T(i—1yi+1) - O@®G—1)41,Ta)
BY = : " : e R,

O(zy, w(i—1)l+1) ce O(z, ;)
Then, filling the off-diagonal blocks with zeros, the diagonal block approximation of @ is defined as follows,

BY) 0

l
@(()l),blocked _ Bé)?

O]
0 Bm/lm’b/l

For example, by setting the batch size to 2, the diagonal block approximation of ® is

O(zy,71) O(xy, 7))
O(xzy, 1) O(xy,xy)

block size [=2

O(xz3,x3) O(xsz,xy4)

(2),blocked __
@0 - @(CL‘4, mS) G‘)(CL'4, 134)

G(wm—lvwm—l) G(mm—lvwm)
e(ajrmwm—l) e(wvmwm)

Evaluation of each block now only requires storing a total of [ sample gradients. Also, inverting a block diagonal matrix can
be easily performed by inverting each block separately,

50

1
-1 B(l)}
[eél),blocked} _ { 2,2

-1

o

0 0

Therefore, the inverse of the analytic NTK matrix in Equation 3 can be efficiently computed even when the dataset size m is
large.
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Remark. Fully parallelizing the batch in computing the gradients could gain us significant speedups. It is possible because
there is no data dependency between the gradients of each sample. PyTorch autograd_hacks library offers such efficient per-
sample gradient implementation for networks containing only linear and convolutional layers. PyTorch recently introduced
vmap that officially supports per-sample gradient computation, which can potentially further improve our results shown in
Table 1. Tensorflow vectorized_map method also provides us with similar features. We adopt the PyTorch autograd_hacks
implementation in this paper.

Empirical investigation. We show the effectiveness and efficiency of diagonal block approximations. Using the ising
model regression baseline dataset in Section 6, we vary the number of blocks used in the method and find that this method
gives very good approximations. As seen in Table 4, increasing the number of blocks does not degrade the overall correlation
with the ground truth much. As for efficiency, using a moderate batch size that fits into the GPU memory better utilizes
the parallel computations of samples in a batch while reducing the number of batch evaluations required. Therefore, we
recommend using a large batch size that fits into the GPU memory when using diagonal block approximations.

Table 4. Correlation with ground truth and efficiency of DAVINZ approximated using the diagonal block approximation. Each correlation
coefficient is reported with the mean and standard error over 5 independent evaluations. Each cost includes the evaluation of 11 scores for
LOO over 10 different datasets.

No. of Blocks Ising Physical Model Dataset

Pearson Spearman Comp. Cost
m/l r p (Min.)
1 0.996+£0.001  0.905+0.015 1.7
50 0.994+0.001 0.908+0.014 0.5
500 0.992+0.001 0.901+0.019 1.1

B.2. Diagonal Block Approximation with Permutations

Diagonal block approximation preserves sample correlations within a batch but disregards any inter-batch sample correlations.
We propose to permute the data sample orders in a dataset before performing diagonal block approximations and average
the results over several trials. In doing so, we incorporate sample correlations at the expense of computational cost. The
total computational cost scales linearly with the number of permutations we consider.

Empirical investigation. We again use the ising model regression baseline dataset in Section 6 and vary the number of
permutations. As shown in Table 5, the computational cost scales linearly with the number of permutations as expected and
both the Pearson’s and Spearman’s correlation stay relatively unchanged with permutations. This suggests that diagonal
block approximation without permutations is sufficient for our purpose of data valuation using the NTK generalization lower
bound.

Table 5. Correlation with ground truth and efficiency of DAVINZ approximated using the diagonal block approximation with permutations.
Each correlation coefficient is reported with the mean and standard error over 5 independent evaluations. Each cost includes the evaluation
of 11 scores for LOQ over 10 different datasets.

No. of Permutations No. of Blocks Ising Physical Model Dataset

Pearson Spearman Comp. Cost
m/l r P (Min.)
1 50 0.994£0.001  0.908+0.014 0.5
10 50 0.995£0.001  0.925+0.015 1.9
50 50 0.994£0.001  0.922+0.020 15.6

B.3. L-block-banded Block Matrix Approximation

A natural extension of the diagonal block approximation is to include off-diagonal blocks. With more exactly evaluated
blocks in the matrix, we hope to better approximate &, when computational resources allow. We define the L-block-banded
matrix as
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where M;; is a square block matrix on the i-th row and j-th column. However, assuming a positive definite matrix P and an
L-block-banded matrix M such that all L-block-banded entries M;; = P;; : |i — j| < L, then this L-block-banded matrix
M is not necessarily still positive definite. Therefore, naively using an L-block-banded version of ®, in the data valuation
score calculation is not appropriate.

As aresolution, Asif & Moura (2005) study the properties of a positive definite L-block-banded matrix and proves recursive
structures in its dense inverse. Specifically, in Theorem 3 of (Asif & Moura, 2005), the blocks outside the L-block band
are fully specified by blocks within the L-block band if the matrix inverse is a positive definite L-block-banded matrix.
Therefore, assuming a positive definite @ ! we are only required to evaluate the entries in the L-block band of @, such
that [@);; = [©y],;. Then, a dense © can be fully specified and positive definiteness is preserved. Additionally, getting
the inverse ©, ! does not require inverting the whole matrix even when the dataset size m is large. The details of the fast
inversion algorithm could be found in Algorithm 1 of (Asif & Moura, 2005). This method also potentially provides an
accuracy and computation trade-off in specifying the length of the band L to evaluate. We leave this method as a future
exploration direction for finer approximations because the diagonal block approximation we used in the implementation of
this paper is accurate enough for our purposes.

B.4. Invertibility of

To ensure an invertible NTK matrix @, we replace it with the expectation of its noisy counterpart in practice. In particular,
given a sufficiently small constant ¢ > 0 and a DNN model f, for each sample (x,y) € S, we apply an independent
Gaussian noise z ~ N(0, ¢T) to the gradient Vo f(x, 6,) and then obtain a corresponding noisy NTK matrix based on
these noisy gradients. Interestingly, such a noise usually will be introduced into the model training of DNNs by the widely
adopted stochastic gradient descent (SGD) algorithm in practice. Finally, denote Z as our introduced noise to NTK and
define ©( £ E4[© + Z], we have that

0, =Ez[0, +Z] =0, + (I, (33)

which is therefore guaranteed to be invertible. Moreover, as ( — 0, we have (:)O — ©. Consequently, (:)0 is reasonably
good to be applied to approximate the true generalization error in (3) as long as ( is sufficiently small.

C. Additional Literature

There have been attempts to directly model the scoring function using advances in deep learning and reinforcement learning.
We outline these approaches and describe the difference between them and our work below.

Data valuation using reinforcement learning (DVRL). DVRL (Yoon et al., 2020) integrates data valuation with the
training process of the target predictive model and utilizes reinforcement signals to train a network for data valuation. DVRL
is relatively efficient as it only requires one training of the valuation network. However, the data value outputted by the
network now measures how likely a datum will be used in training the predictive model, which is not directly related to
the contributions of data points in achieving a high-performing predictive model. As a result, the paper only conducted
experiments using the data values in the form of ranks, instead of relative dataset values. Methods to be discussed in this
paper should produce more informative real value scores that make relative-contribution-based value comparisons.

Learning the scoring function. Two concurrent works (Wang et al., 2021b;a) propose to directly learn the scoring function
using a utility ML model, often implemented using a 3-layer MLP for individual data samples or the DeepSets (Zaheer
et al., 2017) for groups of data samples. However, learning the utility ML model itself requires abundant utility (i.e., score)
samples obtained through multiple complete re-trainings of the predictive model, which is prohibitively costly for complex
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models like deep neural networks. Consequently, the authors use a small proxy model (usually a logistic regression classifier)
in place of the neural networks as the predictive model. Therefore, these works learn the scoring function on the logistic
regression proxy and compare the relative contributions of data to learning a logistic regression model. Our method instead
focuses on estimating the dataset values using relative contributions of data in learning the original deep neural network
predictive model. We focus on comparing with training-free data valuation methods in this paper.

D. Experimental Setup
D.1. Dataset, Model and Ground Truth

We offer a comprehensive comparison between our method and the existing training-based and training-free baselines using
common benchmark datasets. All experiments have been run on a server with Intel(R) Xeon(R)@ 2.20GHz processors and
512GB RAM. One Tesla V100 GPU is used for the experiments. We use MNIST and CIFAR-10 for classification tasks and
the ising physical model dataset (Mills & Tamblyn, 2019) for regression tasks.

All MNIST and CIFAR-10 images are pre-processed by re-scaling the pixel value to the [0, 1] range. We split the images into
10 datasets each containing images of a single label class. The number of data samples in each dataset also varies from 1000
to 1250. The validation dataset contains 10K images from all class labels. This baseline setup mimics the practical scenario
where a particular agent only have access to a specific type of data (e.g., bank credit records from a single geographic region
or MRI medical scan images from a machine of a specific brand) and each agent’s dataset size varies slightly to further
increase the difficulty of this data valuation baseline task. The validation objective is, however, learning a grand model
performs well on all label classes of this classification problem (e.g., a model that works for banks in different regions and
MRI scans from machines of different brands included in the training data). Details of the data split can be found in Table 6.

Table 6. Dataset split details for classification baseline comparisons.

Dataset ‘ Sl SQ 53 54 S5 SG 57 Sg Sg SlO
No. Samples | 1000 1000 1000 1000 1000 1050 1100 1150 1200 1250
Labels Class 0 1 2 3 4 5 6 7 8 9

The ising physical model dataset aims to predict system energy based on an ising array of atomic spin states. The labels are
also pre-processed by re-scaling the energy values to the [0, 1] range. We split the input data into 10 datasets to simulate
another practical scenario where agents of varying capability collaborate on a machine learning task (e.g., large companies
could provide more data samples whereas the smaller companies contribute less). All agents have a similar data distribution.
Details of the data split can be found in Table 7.

Table 7. Dataset split details for regression baseline comparisons.
Dataset | Sy Sa S3 Sy S5 S S; Sy Sy Sio
No. Samples ‘ 12 25 50 100 200 400 800 1600 3200 6400

To facilitate reproducible baseline comparisons, we select commonly used model architecture to evaluate. For classification
tasks, we choose (1) the ResNet18 (He et al., 2016) and (2) the VGG13 (Simonyan & Zisserman, 2015). For regression
tasks, we choose (1) an MLP with 10 layers and (2) a CNN with 6 convolutional layers and 2 fully connected layers. We
remove the bias term for all layers. For DAVINZ calculations, we additionally turn off the Batch Normalization layer to
remove its effect on NTK evaluations.

For ground truth, we use leave-one-out validation performance as the metric. In practice, we experience problems finding
the true validation performance given a model architecture and a dataset, since the choice of hyperparameters (e.g., batch
sizes, number of training epochs, learning rates) and randomness in the training procedure (e.g., random initializations)
could all affect the final results. In our experiments, we fix batch size to 128 throughout and train all models with a learning
rate of 0.01 until convergence for both MNIST and CIFAR-10 classification tasks. We train all models with a learning
rate of 0.1 until convergence for the ising model regression task. Convergence is assumed when the training loss over two
consecutive epochs is below a very small threshold of 10~%. The only exception is for training the MLP10 model on the
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Table 8. Computation time for the ground truth and DAVINZ, in GPU minutes.
MNIST CIFAR-10
VGGI3 ResNetl8 VGG13  ResNetl8

Ground Truth  189.5 464.4 227.5 620.8
DAVINZ 2.5 33 2.0 3.2

Method

ising physical model dataset, we use a smaller threshold of 10" to ensure convergence. The ground truth is then obtained
using the average over 5 randomized trials. Overall, DAVINZ is able to achieve high correlations with the ground truth.

D.2. Validation Performance

Computing the ground truth for validation performances upon model convergence as described in Appendix D.1 is usually
too computationally expensive to carry out in practice. We show Table § that ground truth baselines typically require 3 to 10
hours to evaluate while DAVINZ only takes 2 minutes. For practical considerations, we train all the models for 300 epochs
and assume that convergence is achieved thereafter. We call this method validation performance (VP) in Sec. 6.2. The model
details and hyperparameters are stated in Appendix D.1.

D.3. DAVINZ Setups

When the number of parameters in a network is small, such as the case in MLP10, we could afford exact computations of the
NTK matrix &. For larger models such as VGG13 and ResNet18, the GPU VRAM could not hold the parameter gradients
of the whole training dataset and thus the diagonal block NTK approximation is used, detailed in Appendix B. The number
of diagonal blocks is set to 100. The balancing hyper-parameter « is tuned following (4), as detailed in Sec.4.2.

D.4. Influence Functions

Originally designed for identifying influential training data, influence functions (IF) (Koh & Liang, 2017; Koh et al., 2019)
can also be applied to data valuation problems by drawing this analogy: the training data that increase the validation loss the
most has the least value. IF provides us with a way to quantify the change of validation loss when a data subset is removed
without retraining the model. This fits the LOO setting and requires a fully-trained model on the complete dataset. The
literature has also been discussed as a related work in Sec. 2.

Despite a training-free method, its evaluation comprises inverting a Hessian on the training loss of size p x p, where p is
the number of parameters of the model. This operations times time O(np2 + p3) which is infeasible for complex neural
networks with millions of parameters. Even after approximations such as Hessian vector products (HVP) and Conjugate
Gradient (CG) techniques are adopted, the computation complexity is still O(np).

For our baseline comparison purposes, we set batch size to 128, the recursion depth to 100 and the number of evaluations
to average to 10 for the HVP calculation. This setup follows the original paper’s suggestion that stochastic samples of a
size similar to the training set size should be used for HVP calculation and we average over 10 evaluation for a stable HVP
estimate.

A more important shortcoming is that IF requires convex and twice-differentiable models to produce accurate influence
estimates. Although excellent results are shown in logistic regression, it fails on deep complex networks (Basu et al., 2021).
Our results in Table 1 also show such evidence.

D.5. Robust Volume

Robust Volume (RV) is a diversity-based data valuation method proposed by Xu et al. (2021b). It has many appealing
characteristics such as being training-free, replication robust, model- and task-agnostic. Its theoretical guarantee is, however,
only proven for regression problems.

In this baseline comparison, we use an extension of the method mentioned in the original paper: We train a neural network
as the feature extractor and use the learned features to calculate RV. This aligns with the approach of evaluating the value of
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data (Jia et al., 2019a; Ghorbani et al., 2021) described in Sec. 2. In all experiments, we use a standardized 10-dimensional
feature embedding and set the discretization coefficient w = 0.1, as recommended by the original paper.

E. More Results

E.1. Robustness to Different Initializations

Our data valuation is computed on a specific initialization 8, of the DNN. We show in this section that the valuation is
robust under random initializations. As shown in Proposition 3, a smaller [|®, ; — © 7 |l2 (i.e., €) provides a tighter bound

on the variations of the valuations. We show in Proposition E.1 that we can theoretically guarantee a small @ ; — © 1|
for a DNN model with two different random initializations and hence robustness under initializations.

Proposition E.1. Choose ¢ > 0 and § € (0, 1). If the width of a L-layer DNN model satisfies n = Q(L6/64 log (m%L/§) ),

then for © and ©y, using two different initialization 0, and 6y, the following holds with probability at least 1 — § on
dataset S of size mg with ||x||y < 1 forany x in S,

|©0 — ©p]|, < 2m3Le.

Proof. We firstly introduce the following lemmas, where OOSI and ®Y denote the model parameters from the first layer to
l-th layer and the corresponding NTK matrix.

Lemma E.1 (An extension of Theorem 3.1 in (Arora et al., 2019a)). Choose € > 0 and 6 € (0, 1). If the width of every
layer satisfied n = Q (f—f log (L/(S)) then Y, ' in dataset S with ||, |2'||; < 1 and VI € [L], with probability at
least 1 — 9, we have that

‘<Veglf(ﬁc, 0,), Vgng(:cl, 00)> — @(OQ (x, .’1},) <le.

Consequently, for any two different 8, and 6}, initialized using the standard normal distribution, the following inequality
holds based on the result in Lemma E.1 and the definition of NTK matrix.

1©0 — ©5]], = [[€ — O + O, — &,
<180 — Ol + HQOO_GIOHQ (34)
<11©0 = Ollp + [[©0 — g
< 2m2SLe,

which concludes our proof. O

Based on the proposition above, the conditional model-robust bound in Proposition 3 can be well-satisfied under different
initializations. We next perform empirical investigations of such robustness. Similar to our observations in Section 6.6
and Table 3, ResNet with higher \’s typically demonstrate a higher consistency in data value over random initializations
as compared to VGG. The relative changes in the valuations across initializations also agree with those obtained using
the training-based VP method. Furthermore, we are able to compute the coefficient of variance (CV) under different
initializations here and demonstrate that the CV of DAVINZ and VP are similar to the same order of magnitude. Therefore,
our valuation method has similar robustness to retraining under different network initializations.
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Table 9. The tables shows the change in v(S) as model initialization changes from 6, to 8, averaged over 10 datasets S and all
combinations of 5 initializations. Apn g, i minimum eigenvalue of the NTK matrix when the model f is initialized with 6, and

Aysy = |(v(S;60) — v(S;605))/(v(S;0,)l.

Model Params  Ain 0,5 Ain g AE@/)INZ Al\,/fs) DAVINZ’s CV VP’s CV
M) (x107?) (%) (%) (Coef. of Variance) (Coef. of Variance)

VGG11 9.2 56.4,56.4 8.254+0.43 1.57+0.10 0.077£0.000 0.017£0.003

VGGI13 9.4 1.58, 1.58 11.50+0.60 1.72+0.10 0.10340.000 0.016+0.001

VGG16 14.7 0.104, 0.104 6.291+0.35 2.17+0.14 0.058+0.000 0.022+0.003
ResNet18 11.2 1310, 1310 5.114+0.26 2.72£0.18 0.04640.000 0.024+0.003
ResNet21 17.4 1590, 1590 7.53+0.37  7.44+1.39 0.067£0.001 0.078£0.042
ResNet34 21.3 2140, 2140 3.44+0.23 5.23£0.51 0.03640.000 0.049+0.014

E.2.

f(zx, 8y)| at Initialization

The proof of Proposition 2 is based on the assumption that | f(x, 8y)| < 7 for any x. We empirically verify that 7 usually
small, which approaches zero. Using the MLP10 network (in baseline comparisons for regression), we compute the absolute
value of the network outputs for 10K data points on a randomly initialized network and find that the assumption is well
satisfied. We obtain a mean output value of 0.000187 and a maximum output value of 0.000679. The details for all outputs
are shown as a heat map in Fig. 7.

0.0006
0.0005
0.0004
0.0003
0.0002

0.0001

Figure 7. Function outputs | f (i, 6y)| of 10K data points on an initialized MLP10 network. The length 10K output vector is reshaped into
a 100 x 100 matrix for the convenience of viewing.

E.3. DAVINZ on Large-scale Datasets

With efficient approximations of v(.S') computation (detailed in Appendix B), our method does not suffer scalability problems
with the size of dataset mg. The inversion of the NTK matrix ® can be performed in a batch-wise manner. In this section,
we demonstrate the effectiveness of DAVINZ on Tiny ImageNet (Deng et al., 2009), which includes 100K downsized 64 x 64
colored images for a 200-way classification task.

Fig. 1(b) shows v(.5) on differently sized datasets from Tiny Imagenet using ResNet-18. We follow the setting in Section 6.4
and the data split in Table 7. DAVINZ closely resembles the trend of VP when the quantity of data samples in the dataset
increases. Note that we omit groud truth due to the model’s long convergence time on Tiny ImageNet. We also follow the
experimental setting of Table 2 and achieve a Pearson’s correlation of 0.900 with VP.
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Figure 8. Scores achieved by differently sized datasets sampled from the Tiny Imagenet for a 200-way classification task using ResNet-18.

We compare DAVINZ and VP, the results are re-scaled to [0, 1] using min-max normalization.



