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#### Abstract

Spatial information processing has been a focus of research in the past decade. In spatial databases, data are associated with spatial coordinates and extents, and are retrieved based on spatial proximity. A formidable number of spatial indexes have been proposed to facilitate spatial data retrieval. In this paper, we examine various spatial indexes proposed in the literature and present a taxonomy on them. Each class of indexing structures is reviewed in two steps: first, the index structure is described; second, the strengths and weaknesses are identified. The paper may be used as a guideline in designing new indexing structures and serves as a basis in determining the suitability of a particular class of indexes for specific applications.
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## 1. Introduction

The typical notion of a database is that of a system in which one stores data about a fixed enterprise that one has modelled in some way. Quite often, the modelling is constrained in ways that help to reduce the complexity to a manageable level. The usual kinds of uses to which that data is put includes fairly straightforward applications like inventory management, shipping systems, and payroll systems. However, research in databases has advanced the state-of-the-art sufficiently that we are now moving into non-traditional applications that could not have been foreseen even ten years ago. This move has been largely demand-driven. For example, the emergence of spatial databases was initially driven by the demand for managing large volume of spatial data used in the geosciences and computer-aided design (CAD). The thrust was made more vigorous by newfound applications in computer vision and robotics, computer visualization, geographical information processing, automated mapping and facilities management. The kind of data modelling required is far more ambitious and complex than that required in the more traditional application areas.

But what is spatial data? Generally speaking, it is data that has, as a property, some connection with coordinates in a 2-dimensional, 3-dimensional space or even a higher dimensional space. Some examples of these are solids in CAD, components on printedcircuit boards, and roads and houses on maps. These objects can be broadly divided into three classes, namely, points, lines, polygons and volumetric objects. A spatial database system (SDS) is a general purpose software system that manages the storage and retrieval of data, ensures the consistency of data, and provides tools to reference spatial data by their positions and extensions. A spatial information system is a more general term to describe an SDS that has application customized tools for analyzing spatial properties of the data. It has to model reality, integrate spatial data acquired from different sources and by different means, and support processing and analysis of data on demand.

Spatial data are large in quantity and are complex in structures and relationships. Take geographic information systems, a popular type of spatial database systems, as an example. In such a system, the database is a collection of data objects over a particular multi-dimensional space. One such example is shown in Figure 1. The spatial description of objects is typically extensive, ranging from a few hundred bytes in land information system (commonly known as LIS) applications to megabytes in natural resource applications. As well, many spatial databases of real-world interest are very large, with sizes ranging from tens of thousands to millions objects. These spatial objects may intersect, be adjacent to others, or contain other objects. For the example shown in Figure 1, shop $s 1$ is adjacent $s 2$, and the park contains a children playground. Queries such as "display all the parks that contain a children playground" which involve the use of spatial operators are common. Spatial operators are much more expensive to

Figure 1 An example of spatial data
compute compared to the more conventional operators such as relational join and select. The efficiency of these operations is dictated by how the data is represented, and how fast the relevant data for a particular computation can be retrieved. The representation scheme which maps the original data objects into a set of objects in the storage medium is crucial to the computation of the operators. The sheer volume of the data being retrieved means that one must minimize the number of disk pages being accessed and the amount of redundant data being fetched and manipulated.

Efficient processing of queries manipulating spatial relationships relies upon auxiliary indexing structures. Due to the volume of the set of spatial data objects, it is highly inefficient to precompute and store spatial relationships among all the data objects (although there are some proposals that store precomputed spatial relationships [LuH92, Rot91]). Instead, spatial relationships are materialized dynamically during query processing. In order to find spatial objects efficiently based on proximity, it is essential to have an index over spatial locations. The underlying data structure must support efficient spatial operations, such as locating the neighbors of an object and identifying objects in a defined query region.

Most indexes are based on the principle of divide and conquer [AHU74]. Indexing structures following this approach are typically hierarchical. The approach is naturally suitable for a database system where the memory space is limited, and hence the pruning of a search must be performed such that the more detail to be examined, the smaller number of objects are being examined. An advantage of hierarchical structures is that they are efficient in range searching. Indexing in a spatial database (SD) is different from indexing in a conventional database in that data in an SDS are multi-dimensional objects
and are associated with spatial coordinates. The search is based not on the attribute values but on the spatial properties of objects.

Many spatial indexes in one way or another are based on some existing point indexes such as kd-trees [Ben75] and $B^{+}$-trees [Com79]. The techniques used to extend point indexes to accommodate spatial objects can be generally categorized into three classes [SeK88]: object mapping, object duplication and object bounding. The object mapping approach maps objects defined by n-vertices from a $k$-dimensional space into points in either a $n k$-dimensional space or single-value objects in the original $k$ dimensional space. The object duplication approach stores an object identifier in multiple data spaces that the object overlaps, while the object bounding approach applies hierarchical grouping to partition data objects into different groups with each representing a data space. Each approach has its own strength and weakness, which directly affects the performance of indexes adopting it.

In this paper, the spatial data structures proposed in the literature are analyzed. The work is focused on the indexing structures designed for non-zero sized objects. The review of these indexes is organized in two steps: first, the structures are described; second, their strength and weakness are highlighted. This paper concentrates on a spectrum of indexes suitable for spatial objects and provide a taxonomy of spatial indexing techniques. Due to the breadth of the topic, it is not our intention to omit any proposed indexing structures.

The paper is organized as follows. In Section 2, we briefly discuss various issues related to spatial processing. In Section 3, we describe the techniques used in extending point indexing structures for non-zero sized objects. A taxonomy of the indexing structures is also presented. Spatial indexing structures are presented in Section 4. Spatial indexes are categorized into subsections based on the base structures. In Section 5, issues on evaluating the performance of spatial indexes are discussed, and approaches adopted in the literature are reviewed. Finally, the study is summarized in Section 6.

## 2. Spatial Database Retrieval

Spatial databases generally refer to the collection of data which have spatial coordinates and are defined within a space. Spatial database systems are the software systems that support the the manipulation, storage and analysis of spatial data and display of data in visual form.

In SDS, spatial operators such as intersect and contain are supported. These operators are much more expensive to compute compared to the conventional join or selection operator. Conventional data models are not particularly suitable for geographic applications because they do not efficiently support the types of operations that are required for spatial applications and, they are not suitable for the storage and
manipulation of spatial data and graphical data. In general, a SDS is different from a conventional DBMS in the following ways.
(1) The amount of data is usually very large (eg. contour information in GIS) and the graphical data is expensive to capture.
(2) Spatial data types consist of complex objects, such as lines and polygons.
(3) Spatial operators are often more complex than numeric operators.
(4) It is difficult to define spatial ordering for spatial objects.

Objects in SDS are of irregular shape, and the irregular shape of these objects is the main cause for expensive spatial operator computation. Consider one of the simplest operators, such as intersection. The intersection of two polyhedra requires testing all points of one polyhedron against the other. The intersection of two polyhedra objects is not always a polyhedron; the intersection may sometimes consist of a set of polyhedra. The efficiency of these operations depends on the representation of the data [Gun88, Sam89], storage of objects [LOD91, DrS93] and retrieval of relevant data for computation. When data objects are stored in disks, the semantics of the data must be captured so that they can be reconstructed correctly and efficiently. Representation schemes developed for geometric modeling [Man88, Gun88, Req80, Sam89] are suitable for spatial objects.

Objects in SDS, roads and lakes in GIS, do not conform to any fixed shape. An indexing structure which provides fast access to a particular set of data objects only helps reduce the number of pages being accessed and the number of redundant data being fetched and tested. It is expensive to perform any spatial testing (eg. intersection and containment) on their exact location and extent; therefore, some initial approximation or filtering is used. By far, the most commonly used approximation is the container approach. In the container approach, the minimum bounding rectangle/circle (box/sphere) - the smallest rectangle/circle (box/sphere) that encloses the object is used to represent an object, and only when the test on container succeeds then the real object is examined. The bounding box (rectangle) is used throughout in this paper as the approximation technique for discussion purposes. Bounding boxes allow efficient proximity query processing by preserving the spatial identification and dynamically eliminating many potential intersection tests efficiently. The fact that two objects are disjoint if their bounding boxes are reduces the testing cost since the test on the intersection of two polygons or a polygon and a sequence of line segments is much more expensive than the test on the intersection of two rectangles. The $k$-dimensional bounding boxes can be easily defined as a single dimensional array of $k$ entries: $\left(I_{0}, I_{l}, \ldots\right.$, $I_{k-1}$ ) where $I_{i}$ is a closed bounded interval $[a, b]$ describing the extent of the spatial object along dimension $i$. Alternatively, the bounding box of an object can be represented by its
centroid and extensions on each of the $k$ directions.
The object approximation and spatial indexes supporting such concepts are used to eliminate objects that could not possibly contribute to the answer of queries. The search acts as a filter to reduce redundant objects, whose result is a set of candidates that includes all the answer and possibly some false hits. Each candidate is then examined to remove false hits from the set. The number of false hits is dependent on the approximation techniques. While the indexes aim to reduce the number of pages being accessed, the approximation techniques aim to reduce computation time. Objects extended diagonally may be badly approximated by bounding boxes, and false matches may result. If the approximation technique is very inefficient, yielding very rough approximations, additional page accesses will be incurred. More effective approximation methods include convex hull [PrS85] and minimum bounding m-corner. The covering polygons produced by these two methods are however not axis-parallel and hence incur more expensive testing. The construction cost of approximations and storage requirement are higher too.

Decomposition of regions into convex cells was proposed in [Gun88] to improve object approximation. Likewise, an object may be approximated by a set of smaller rectangles/boxes. In [AbS84], based the quad-tree tessellation approach, an object is decomposed into multiple sub-objects based on the quad-tree quadrants that contain them. The decomposition has its problem of having to store object identity in multiple locations in an index. The problems of the redundancy of object identifiers and the cost of object-reconstruction can be very severe if the decomposition process is not carefully controlled. They can be controlled to a certain extent by limiting the number of elements generated or by limiting the accuracy of the decomposition [Ore90].

Approximations are widely recognized as an effective strategy in reducing the number of actual spatial testings [BKS93a]. Basic criteria in selecting an appropriate filtering technique include its approximation effectiveness, storage overhead, cost of testing, and cost of construction. One point to note here is that the efficiency of a dynamic index is independent from the choice of a flitering technique.

Spatial indexes are built based on the supported approximations. The operations offered by such an index are insert, delete and search. The commonly used conventional key-based range (associative) search, which retrieves all the data falling within the range of two specified values, is generalized to an intersection search. That is, given a query region, the search finds all objects that intersect it. The intersection search can be easily used to implement point search and containment search. For point search, the query region is a point, and its used to find all objects that contain it. Containment search is a search for all objects that are strictly contained in a given query region and it can be implemented by ignoring objects that fails such a condition in intersection search.

The search operation supported by an index can be used in facilitating a spatial selection or spatial join operation. While a spatial selection retrieves all objects of the same entity based on a spatial predicate, a spatial join is an operation that relates objects are two different entities based on a spatial predicate. The following illustrate two examples:
[1] Spatial Selection: Find all CITIES in California. Assume that the spatial description of California is known, it is used as a search region to find all cities that are contained in it.
[2] Spatial Join: Find all PARKs that are adjacent to SHOPPING-COMPLEX. Each object of a spatial entity, say SHOPPING-COMPLEX, is used as a search region to find all adjacent PARK objects whose approximations intersect.

For spatial selections, the whole relation has to be searched if no spatial index has been supported. The join operation is even more expensive, as for each object of a relation, the second relation has to be entirely accessed. With the use of indexes, only a small portion of the relation has to be searched. The operation of a spatial join can be further improved by simultaneous traversal of the indexes of two join relations [BKS93]. This is possible since spatial indexes hierarchically partition the space into subspaces, and the information about space is captured in internal nodes. Take intersection for example, two objects will definitely not intersect if the space that contain each of them do not. Based on such fact, only spaces that may contain intersecting objects are searched.

## 3. The Taxonomy

Non-spatial data are different from spatial ones in that spatial data are associated with spatial locations, and many-to-many spatial relationships exist among spatial objects. It is possible to represent some frequently referenced relationships using specially constructed relations or fragments of existing relations, or by maintaining conventional links. However, it is not pragmatic to pre-materialize all such relationships. Consequently, dynamic evaluation of spatial relationships is necessary.

The basic concept of indexing spatial data in a space is to partition the space into a manageable number of smaller subspaces, which are in turn further partitioned into even smaller subspaces, and so on. The process repeats until each unpartitioned subspace contains a small number of objects which can be stored in a data page. Different space partitioning strategies may be designed to reduce retrieval time and storage space. By doing so, a hierarchy of spaces is formed, which should be organized using an appropriate data structure to reduce retrieval time. Similar to other databases, the two basic issues that need to be addressed in designing an indexing structure for an SDS are: the efficient use of storage and the ease of information retrieval.

Data structures of various types, such as B-trees [BaM72, Com79], ISAM indexes, hashing and binary trees [Knu73], have been used as a means for efficient access, insertion and deletion of data in large databases. All these techniques are designed for indexing data based on primary keys. To use them for indexing data based on secondary keys, inverted indexes are formed. However, this technique is not adequate for a database where range searching on secondary keys is a common operation. For this type of applications, multi-dimensional structures, such as grid-files [NHS84], multidimensional B-trees [Kri84, OuS81, ScO82], kd-trees [Ben75] and quad-trees [FiB74] were proposed to index multi-attribute data. Such indexing structures are known as point indexing structures as they are designed to index data objects which are points in a multi-dimensional space.

Spatial search is similar to non-spatial multi-key search in that coordinates may be mapped onto key attributes and the key values of each object represent a point in a $k$ dimensional space. However, spatial objects often cover irregular areas in multidimensional spaces and thus cannot be solely represented by point locations. Although techniques such as mapping regular regions to points in higher dimensional spaces enable point indexing structures to index regions, such representations do not help support spatial operators such as intersection and containment.

Based on the classification techniques proposed in [Lom92, SeK88], the techniques used for adapting existing indexes into spatial indexes can be generally classified as follows:

## (1) The Transformation Approach:

Parameter Space Indexing: Objects with $n$ vertices in a $k$-dimensional space are mapped into points in an $n k$-dimensional space. For example, a two-dimensional rectangle described by the bottom left corner $\left(\mathrm{x}_{1}, \mathrm{y}_{1}\right)$ and the rop right corner $\left(\mathrm{x}_{2}\right.$, $y_{2}$ ) is represented as a point in a four-dimensional space, where each attribute is


Figure 2 Highly dense data
taken as from a different dimension. After the transformation, points can be stored directly in existing point indexes. An advantage of such an approach is that there is no major alteration of the multi-dimensional base structure. The problem with the mapping scheme is that the $k$-dimensional objects that are spatially close in a $k$ dimensional space may be far apart when they are represented as points in an $n k$ dimensional space. As a consequence, intersection search can be inefficient. Also, the complexity of insertion operation typically increases with higher dimensionality.
Mapping to Single Attribute Space: The data space is partitioned into grid cells of the same size, which are then numbered according to some curve-filling methods. A spatial object is then represented by a set of numbers or one-dimensional objects. These one-dimensional objects can be indexed using conventional indexes such as $\mathrm{B}^{+}$-trees. $\mathrm{A} \mathrm{B}^{+}$-tree can be used directly to index objects that have been mapped from a $k$-dimensional space into points in a one-dimensional space.
(2) The Non-Overlapping Native Space Indexing Approach

Object Duplication: A $k$-dimensional data space is partitioned into pairwise disjoint subspaces. These subspaces are then indexed. An object identifier is duplicated and stored in all of the subspaces it intersects; that is, an object identifier may be stored in multiple pages.
Object Clipping: A technique similar to object duplication object clipping. Instead of duplicating the identifier, an object is decomposed into several disjoint smaller objects so that each smaller sub-object is totally included in a subspace.
The most important property of object duplication or clipping is that the data structures used are straightforward extensions of the underlying point indexing structures. Also, both points and multi-dimensional non-zero sized objects can be stored together in one file without having to modify the structure. However, an obvious drawback is the duplication of objects which requires extra storage and hence more expensive insertion and deletion procedures. Another limitation is that the density (i.e., the number of objects that contain a point) in a map space must be less than the page capacity (i.e., the maximum number of objects that can be stored in a page). Figure 3 illustrates this point; no matter where a split is introduced, there will be four rectangles in one of the resulting areas.
(3) The Overlapping Native Space Indexing Approach

The basic idea to indexing spatial database is to hierarchically partition its data space into a manageable number of smaller subspaces. While a point object is totally included in an unpartitioned subspace, a non-zero sized object may extend over more than one subspace. Rather than supporting disjoint subspaces as in the non-overlapping space indexing approach, the overlapping native space indexing
approach allows overlapping subspaces such that objects are totally included in only one of the subspaces. These subspaces are organized as a hierarchical index and spatial objects are indexed in their native space.
A major design criterion for indexes using such an approach is the minimization of both the overlap between bounding subspaces and the coverage of subspaces. A poorly designed partitioning strategy may lead to unnecessary traversal of multiple paths. Further, dynamic maintenance of effective bounding subspaces incurs high overhead during updates.
A number of indexing structures use more than one extending technique. Since each extending method has its own weaknesses, the combination of two or more methods may help to compensate the weaknesses of each other. However, an often overlooked fact is that the use of more than one extending method may also produce a counter effect: inheriting the weaknesses from each method.

Figure 4 shows the evolution of the spatial indexing structures. A solid arrow indicates a relationship between a new structure and the original structures that it is based upon. A dashed arrow indicates a relationship between a new structure and the structures from which the techniques used in the new structure originated, even though some were proposed independent of the others. In the diagram and also in the next section, the indexes are classified into four groups based on their base structures: namely, binary trees, B-trees, hashing, and space filling methods.

Most spatial indexing structures (e.g. R-trees, $\mathrm{R}^{*}$-trees, skd-trees) are nondeterministic in that different sequences of insertions result in different tree structures and hence different performance even though they have the same set of data. The insertion algorithm must be dynamic so that the performance of an index will not be dependent on the sequence of data insertion. During the design of a spatial index, issues that need to be minimized are:
(a) The area of covering rectangles maintained in internal nodes;
(b) The overlaps between covering rectangles for indexes developed based on the overlapping native space indexing approach;
(c) The number of objects being duplicated for indexes developed based on the nonoverlapping native space indexing approach;
(d) The directory size, and its height.

There is no straight-forward solution to fulfill all the above conditions. The fulfillment of the above conditions by an index can generally ensure its efficiency, but this may not be true for all the applications. The design of an index needs to take the computation complexity into consideration as well, which although is a less dominant factor considering the increasing computation power of today's systems. Other factors that


Figure 4 The evolution of the spatial indexes


Figure 4 Classification of indexing structures
affect the performance of information retrieval as a whole include buffer design, buffer replacement strategies, space allocation on disks, and concurrency control methods.

## 4. Access Methods for Extended Spatial Objects

In this section, we review indexes based on its basic structure and operations, and efficiency.

### 4.1. Binary-Tree based Indexing Techniques

The binary search tree is a basic data structure for representing data items whose index values are ordered by some linear order. The idea of repetitively partitioning a data space has been adopted and generalized in many sophisticated indexes. In this section, we will examine indexes originated from the basic structure and concept of binary search trees.

### 4.1.1. The kd-Tree

The kd-tree [Ben75], a k-dimensional binary search tree, was proposed by Bentley to index multi-attribute data. A node in the tree (Figures 5a and 5b) serves two purposes: representation of an actual data point and direction of a search. A discriminator whose value is between 0 and $k$ - 1 inclusive, is used to indicate the key on which the branching decision depends. A node $P$ has two children, a left son $\operatorname{LOSON}(P)$ and a right son $\operatorname{HISON}(P)$. If the discriminator value of node $P$ is the $j t h$ attribute (key), then the $j t h$ attribute of any node in the $\operatorname{LOSON}(P)$ is less than $j$ th attribute of node $P$, and the $j$ th attribute of any node in the $\operatorname{HISON}(P)$ is greater than or equal to that of node $P$. This property enables the range along each dimension to be defined during a tree traversal such that the ranges are smaller in the lower levels of the tree.

(a) The structure of a kd-tree

(b) The planar representation

Figure 5 The organization of data in a kd-tree

Complications arise when an internal node is deleted. When an internal node is deleted, say $Q$, one of the nodes in the subtree whose root is $Q$ must be obtained to replace $Q$. Suppose $i$ is the discriminator of node $Q$, then the replacement must be either a node in the right subtree with the smallest $i t h$ attribute value in that subtree, or a node in the left subtree with the biggest $i t h$ attribute value. The replacement of a node may also cause successive replacements.

To reduce the cost of deletion, a non-homogeneous kd-tree [Ben79a] was proposed. Unlike a homogeneous index, a non-homogeneous index does not store data in the internal nodes and its internal nodes are used merely as directory. When splitting an internal node, instead of selecting a data point, the non-homogeneous kd-trees selects an arbitrary hyperplane (a line for the two dimensional space) to partition the data points into two groups having almost the same number of data points and all data points resides in the leaf nodes.

The kd-tree has been the subject of intensive research [BaK86, BER85a, BER85b, BER85c, BeF79, Ben79b, ChF79, EaZ82, FBF77, LeW77, MHN84, OhS83, Ore82, OvL82, Rob81, Ros85, ShB78, ShR85, etc.] over the past decade. Many variants have been proposed in the literature to improve the performance of the kd-tree with respect to issues such as clustering, searching, storage efficiency and balancing.

### 4.1.2. Kd-tree Extensions with Paging Capability

An indexing tree is often too large to be stored in main memory; it has to be paged into disks. Kd-Trees can be stored in disk by using binary search tree paging techniques [CeS82] or tree organization of B-trees [BaM72].

## The K-D-B-Tree

To improve the paging capability of the kd-tree, the K-D-B-Tree [Rob81] which is a combination of a kd-tree and a B-tree [BaM72, Com79] was proposed.

The K-D-B-tree consists of two basic structures: region pages and point pages (see Figure 6). While point pages contain object identifiers, region pages store the descriptions of subspaces in which the data points are stored and the pointers to descendant pages. Note that in a non-homogeneous kd-tree [Ben79a], a space is associated with each node: a global space for the root node, and an unpartitioned subspace for each leaf node. In the K-D-B-tree, these subspaces are explicitly stored in a region page. These subspaces (e.g. $\mathrm{s}_{11}, \mathrm{~s}_{12}$ and $\mathrm{s}_{13}$ ) are pairwise disjoint and together they span the rectangular subspace of the current region page (eg. $\mathrm{s}_{1}$ ), a subspace in the parent region page.

During insertion of a new point into a full point page, a split will occur. The point page is split such that the two resultant point pages will contain almost the same number of data points. Note that a split of a point page requires an extra entry for the new point page, this entry will be inserted into the parent region page. Therefore, the split of a point page may cause the parent region page to split as well, which may further ripple all the way to the root; thus the tree is always perfectly height-balanced.

When a region page is split, the entries are partitioned into two groups such that both have almost the same number of entries. A hyperplane is used to split the space of a


Figure 6 A K-D-B-tree structure


Figure 7 The splitting of a node causing further splits
region page into two subspaces and this hyperplane may cut across the subspaces of some entries. Consequently, the subspaces that intersect with the splitting hyperplane must also be split so that the new subspaces are totally contained in the resultant region pages. Therefore, the split may propagate downward as well. An example is shown in Figure 7, in which two child pages must be split. If the constraint of splitting a region page into two region pages containing about the same number of entries is not enforced, then downward propagation of split may be avoided. The choice of the dimension for splitting and the splitting point would be chosen so that both resultant pages have almost the same number of entries and the number of splittings is minimized. However, no details on selection of splitting points are given in [Rob81].

The upward propagation of a split will not cause the underflow of pages but the downward propagation is detrimental to storage efficiency because a page may contain less than the usual page threshold, typically half of the page capacity. To avoid unacceptably low storage utilization, local reorganization can be performed. For example, two or more pages whose data space forms a rectangular space and who have the same parent can be merged followed by a resplit if the resultant page overflows. In Figure 7, the reorganization of $s_{12}\left(s_{13}\right)$ involves merging (and splitting) with only $s_{13}$ $\left(s_{12}\right)$, whereas region of $s_{11}$ requires merging with both $s_{12}$ and $s_{13}$.

The K-D-B-tree has incorporated the pagination of the B-tree and the tree is heightbalanced as a result. Nevertheless, poorer storage efficiency is the trade-off.

## The hB-Tree

In the K-D-B-tree, a region node is split by cutting the region with a plane, posibly cutting through some subregions as well. The child nodes with their space being cut
must also invoke the splitting process, causing sparse nodes at lower levels. To overcome such a problem, a new multi-attribute index structure called the holey brick Btree (the hB-tree) [LoS89, LoS90] allows the data space to be holey, enabling removal of any data subspace from a data space. The concept of holey bricks has been used in [OhS83] as an attempt to improve the clustering of data in a kd-tree known as the BDtree. The hB-tree structure is based on the K-D-B-tree structure, but it allows the data space associated with a node to be non-rectangular and it uses kd-trees for space representation in its internal nodes. The hB-tree is a height-balanced tree. In an hB-tree, the leaf nodes are known as data nodes and the internal node as index nodes. An index node data space is a union of its child node subspaces which are obtained through kd-tree recursive partitioning.

A k-dimensional data space represented by its boundaries requires $2 k$ coordinates. To obtain a data space of interest to the search, half of the data subspaces in a node have to be searched on average and for each data space, $2 k$ comparisons are required. For $m$ data spaces, we need on average $m^{*} k$ comparisons.

The $m$ data subspaces derived through kd-tree recursive partitioning can be represented by a kd-tree with $m-1 \mathrm{kd}$-tree nodes. It requires one comparison at each internal and $2 k$ for comparison with the unpartitioned subspace. The average number of comparisons is much smaller than that of the boundary representation. The use of kdtrees therefore reduces the search time as well as the storage space requirement.
(a) The internal structure of an hB-tree index node
(b) The resultant pages after a split

Figure 8 The hB-Tree

Like conventional kd-trees, internal nodes of the kd-tree structure in an hB-tree index node partition the search space recursively. Its leaf nodes reference some index nodes of the hB-tree. However, multiple leaves of a kd-tree structure may refer to the same hB-tree index node (see Figure 8a), giving rise to the "holey brick" representation. As such, the hB-tree is not truly a tree. During a split, the kd-tree is split into two subtrees, with each having between $\frac{1}{3}$ and $\frac{2}{3}$ of the nodes. In order to achieve this, a subtree may have to be extracted from the original tree structure. This causes duplication of a portion of the tree close to the root in the parent index node. A leaf node of such a kd-tree references either an hB-tree data node, an index node, or a marker (ext in Figure $8 b)$ indicating that a subtree has previously been extracted and is referenced from a higher level index node. An example of split is illustrated in Figure 8. The deletion algorithm is not addressed in the paper.

## Matsuyama's kd-Tree

While most kd-trees are proposed as point access methods, the kd-tree proposed by Matsuyama et al. [MHN84] is designed for two-dimensional non-zero sized spatial objects by supporting duplications of objects. The directory is a kd-tree, and for each leaf node, a data page is associated. A data page contains the identifiers of objects which are partially or totally included in its data space. Objects that overlap multiple unpartitioned data space are duplicated in respective data pages.

Matsuyama's kd-tree is searched like a conventional kd-tree. However, to insert an object, the object identifier needs to be inserted into all the pages with subspaces that intersect with the data object. It is quite common that object identifiers may be duplicated in more than one page, particularly when the sizes of objects are large. Whenever a page overflows, the page is split with a partition being introduced along the longer side of the rectangle. The subspace is partitioned into two subspaces and the two new pages contain all objects that intersect with their subspace.

To delete an object, it is necessary to search for all leaf nodes with subspaces that intersect with the data object and delete all identifiers referring to the data object. If the deletion of an object causes a page to be empty, the corresponding leaf node is marked NIL. To simplify the deletion algorithm, the underflowed data pages are not merged.

Matsuyama's kd-tree is one of the earlier indexing structures adopting the object duplication approach. Such an index is not suitable for indexing large objects as the overhead of redundant storage can be very high.

## The 4-D-Tree

The kd-tree [Ben75] can be used to index two-dimensional rectangular objects by mapping the objects into points in a four-dimensional space [Ros85]. Each twodimensional rectangle described by $(x 1, y 1)$ and $(x 2, y 2)$, is treated as a four attribute tuple ( $x 1, y 1, x 2, y 2$ ). The discriminators are used cyclically and the nodes at the same level use the same discriminator. In [Ros85], the issues involved in mapping the data structure onto pages in secondary memory were not addressed. The same approach for the K-D-B-tree [Rob81] was suggested by Banerjee and Kim [BaK86]. The structure is known as the 4-d-tree.

The region search presented in [Ben75] can be used for a spatial intersection search. At each node of the 4d-tree, a discriminator ( $\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{y}_{1}$ or $\mathrm{y}_{2}$ ), discriminator value and pointers to two children nodes is stored. A two-dimensional subspace is associated with each node and as the tree is traversed during query, starting from the root, these subspaces are successively pruned. Let the query region be ( $\mathrm{qx}_{1}, \mathrm{qx}_{2}, \mathrm{qy}_{1}, \mathrm{qy}_{2}$ ). Then, at each internal node, one of the conditions, $\mathrm{x}_{1} \leq \mathrm{qx}_{2}, \mathrm{x}_{2} \geq \mathrm{qx}_{1}, \mathrm{y}_{1} \leq \mathrm{qy}_{2}$ or $\mathrm{y}_{2} \geq \mathrm{qy}_{1}$, has to be used depending on the discriminator stored in that node in order to determine whether both subtrees or only one of the subtrees will need to be searched.

The important part in the search algorithm is the determination of the subspaces that bound the objects in the LO (left) and HI (right) subtrees. Traversal starts at the root with


$$
\operatorname{disc}=\mathrm{X}_{1}
$$

disc-value $=l$
objects stored in the LO subspace $=\{a, b, e\}$
objects stored in the HI subspace $=\{c, d\}$
Figure 9 A 4d-tree objects distribution
the map as the associated space. Assume that the first discriminator is $\mathrm{X}_{1}$, the LO subtree contains objects whose $\mathrm{X}_{1}$ coordinate is less than the discriminator value, and the HI subtree contains objects whose $\mathrm{X}_{1}$ coordinate is greater than the discriminator value. The $\mathrm{X}_{1}$ values of the HI subspace are bounded below by the discriminator value and this fact can be used to reduce the subspace associated with the HI subspace. For example, to search for objects that overlap a given object with $\mathrm{x}_{2}$ less than 1 (discriminator value) in Figure 9, we can conclude straight away that the right subtree does not contain any objects that will intersect with the given object. However, it is not possible to reduce the size of the LO subspace. Suppose the original map space is ( $\mathrm{x}_{1}$, $\mathrm{x}_{2}, \mathrm{y}_{1}, \mathrm{y}_{2}$ ). Then the LO subspace is the same as that of the root node while the HI subspace is (disc_value, $\mathrm{x}_{2}, \mathrm{y}_{1}, \mathrm{y}_{2}$ ). The problem is that the $\mathrm{X}_{2}$ values of rectangles in the left subspace may fall on the right subspace, and there is no information about extent to which they overlap. At the next level, the HI subspace remains unchanged, but for the LO subspace $X_{2}$ is bounded by the current discriminator value. Hence, it is common that both subtrees of a node will need to be searched. Figure 9 illustrates the case where both subspaces have to be searched. The major problem associated with the 4 -d-tree is its intersection search, which can be very costly due to the need for traversal of both subtrees when a query region lies in a subspace that cannot not bounded tightly using the discriminator values.

## The Skd-Tree

Ooi et al [OMS87, OSM91] developed an indexing structure called the spatial kd-tree (the skd-tree) in an attempt to avoid object duplication and object mapping. At each node of a kd-tree, a value (the discriminator value) is chosen in one of the dimensions to partition a $k$-dimensional space into two subspaces. The two resultant subspaces, HISON and LOSON, normally have almost the same number of data objects. Point objects are totally included in one of the two resultant subspaces, but non-zero sized objects may extend over to the other subspace. To avoid the division of objects for and the duplication of identifiers in several subspaces, and yet to be able to retrieve all the wanted objects, [OSM87] introduced a virtual subspace for each original subspace such that all objects are totally included in one of the two virtual subspaces. With this method, the placement of an object in a subspace is based solely upon the value of its centroid.

One additional value for each subspace is stored: the maximum ( $\max _{\text {LOSON }}$ ) of the objects in the LOSON subspace, and the minimum ( $\mathrm{min}_{\mathrm{HISON}}$ ) of the objects in the HISON subspace, along the dimension defined by the discriminator. The structure of an internal node of the skd-tree consists of two child pointers, a discriminator ( 0 to $\mathrm{k}-1$ for a k-dimensional space), a discriminator-value, $\left(\max _{\text {LOSON }}\right)$ and ( $\left.\min _{\text {HISON }}\right)$ along the dimension specified by discriminator. The maximum range value of LOSON $\left(\max _{\text {LOSON }}\right)$ is the nearest virtual line that bounds the data objects whose centroids are in
the LOSON subspace, and the minimum range value of $\operatorname{HISON}\left(\mathrm{min}_{\mathrm{HISON}}\right)$ is the nearest virtual line that bounds the data objects whose centroids are in the HISON subspace.

Leaf nodes contain min-range and max-range (in place of $\max _{\text {LOSON }}$ and $\min _{\text {HISON }}$ of an internal node) respectively, describing the minimum and maximum values of objects in the data page along the dimension specified by bound, and a pointer to the secondary page which contains the object bounding rectangles and identifiers. The minimum and maximum values could be kept for $k$ dimensions. However, for storage efficiency, the range along one dimension that results in the smallest bounding rectangle is chosen. In [Ooi90], it was shown that such a range increases the height of the tree when it is stored as a multiway tree, and hence the improvement becomes fairly marginal.

Figures 10a and 10b show the structure of a two-dimensional skd-tree and illustrate the virtual boundary (dotted line), $\min _{\text {HISON }}$ or $\max _{\text {LOSON }}$ of each resultant subspace.

An implicit rectangular space is associated with each node and it is materialized during traversal. This rectangle is tested against the query region, and the subtree is examined if they intersect. Since the virtual boundary may sometimes bound the objects tighter than the partitioning line, the intersection search takes advantage of the existing virtual boundary to prune the search space efficiently. To further exploit the virtual boundaries, containment search which retrieves all spatial objects contained in a given query rectangle was proposed. During tree traversal, the algorithm always selects the boundaries that yield smaller search space. The direct support of containment search is useful to operators like within and contain. The search rapidly eliminates all objects that are not totally contained in the query region.

Inserting index records for new data objects is similar to insertion into a point kdtree. As new index records are added to a bucket, the bucket is split if it overflows. At each node, the algorithm uses the centroid of the bounding rectangle of the new object to determine which subspace the object will be placed, and updates the virtual boundary if necessary.

To delete an object, the centroid of its bounding rectangle is used to determine where the object resides. The removal of an object may cause a bucket to underflow, and merging or reinsertion is then required. If the neighboring node is a leaf-node, then the two buckets are merged and the resultant bucket is resplit if overflow occurs. Otherwise, the records are required to be inserted into the neighboring subtree, and the neighboring node is promoted to replace the parent node. The merging follows the principle of buddy system as in [NHS84]; that is, the region of two merged nodes is rectangular and a proper subspace derivable from discriminator values in parent nodes. The major problem with deletion occurs when an object contributes to the boundary of a virtual space is deleted.

(a) A 2-d directory of the skd-tree

(b) A 2-d space coordinate representation

Figure 10 The structure of a spatial kd-tree

A new tighter boundary needs to replaces the old boundary which may not be as effective. The operation can be expensive as several pages whose space is adjacent to the deleted boundary need to be searched. The operation cost can be reduced by periodically sweeping the subtrees that are affected by deletions. It should be noted that the delay of finding replacements does not result in any invalid answer.

The directory of the skd-tree is stored in secondary memory. The bottom-up approach for binary tree paging proposed by [CeS82] is modified to store the skd-tree as a multiway-tree. When such a page splits, one of the subtrees is migrated to an existing page that can accommodate the subtree or a new page, and the root of the subtree is promoted to the parent page.

In [OSM91], it was shown that the containment search is insensitive to the different sizes of objects and distribution of objects, and it is always more efficient than the intersection search due to a smaller search space. It can be noticed that the leaf nodes of the skd-tree take up about half of the storage requirement for the directory. The main objective of having such layer of leaf nodes is to reduce the fetching of data pages. Experiments were conducted in [Ooi90] to evaluate the performance of skd-trees with and without the leaf nodes, under different data distributions. The experiments show that for uniform distributions of spatial objects, the leaf nodes do help reduce the page accesses. However, when the distributions are skewed, the extra layers are not effective and large directory sizes incur more page reads than that by the modified skd-tree. The modified skd-tree, which has less number of nodes, saves up to $40 \%$ of the directory storage space.

## The BD- and GBD-Trees

The BD-tree [OhS83], a variant of kd-trees, allows a more dynamic partitioning of space. Each non-leaf node in the BD-tree contains a variable-length string, called the discriminator zone (DZ) expression, consisting of 0 's and 1 's. The 0 means " $<$ " and 1 " $\geq$ ", with the leftmost digit corresponding to the first binary division, and the n-th bit corresponding to the n-th binary division. The string describes the left subspace while the right subspace is its complement (see example in Figure 11). Each string uniquely describes a space. A data space with the DZ expression (eg. 0100) which is the initial substring of a longer DZ expression (eg. 010001) encloses its data space. A BD-tree is different from a kd-tree in the following aspects. One, the data space of a BD-tree node is not a hyper-rectangle. The use of complement makes the space holey. Two, unlike the conventional kd-tree, the use of DZ expression enables rotation, achieving a greater degree of balancing. Three, the partition divides a space into two equal sized subspaces. Four, the discriminators are used cyclically so that each bit of a DZ expression can be correctly associated with a dimension.

The BD-tree is expanded to a balanced multi-way tree called the GBD-tree (generalized BD-tree) [OhS90]. In addition to a DZ expression, a bounding rectangle is used to describe a data space that bounds the objects whose centroids fall inside the region defined by the DZ expression. Centroids of objects are used to determine placement of objects in the correct bucket. While a DZ expression is used to determine the position in the tree structure where an entity is located based on its centroid, a bounding rectangle is used in intersection search.

In an internal node, each entry describes a data space obtained through binary decomposition. The union of these data spaces forms the data space of the node. While the data spaces described by the entries' DZ expressions do not overlap, their associated bounding rectangles overlap. During point search of an entity, an inclusion check of the DZ expression of the entity is performed against the DZ expression of a node. For the data space that includes the entity, its subtree is traversed. For the intersection search, the bounding rectangles stored in a node are used instead to select subtrees for traversal.

When a leaf node is overflowed, it is split into two. A recursive binary decomposition on alternative axis is performed on the overflowed data space until a subspace contains at least $2(\mathrm{M}+1) / 3$ entries. While this smaller space has a new DZ expression, the other subspace takes the DZ expression of the space before splitting. We call such a space a complementary subspace. A new entry is inserted into the parent node and the affected bounding rectangles are re-adjusted accordingly.

In an internal node splitting, the subspaces are checked in decreasing order of their sizes to find a data space that contains almost $(\mathrm{M}+1) / 2$ entries. A data space described by the DZ expression $\mathrm{e}_{1}$ contains the data space described by the DZ expression $\mathrm{e}_{2}$, if $\mathrm{e}_{1}$ forms the initial substring of $\mathrm{e}_{2}$. In the testing, all DZ expressions must be checked. The worst case is when a node is split into two nodes respectively having $M$ entries and one entry. The DZ expression obtained is used as the DZ expression of a new node. The other new node, which re-uses the original node, is assigned with the DZ expression of the original space. When an entry is deleted, a node may be underflowed. Like B-trees, tree collapsing is required.

Conceptually, the GBD-tree is similar to the BANG file. The use of bounding rectangles can be applied to the BANG file. The GBD-tree has been shown in [OhS90] better efficiency than the R-tree in terms of tree construction time for a small set of data.

## The LSD-tree

As an improvement to the fixed size space partitioning of the grid files, a binary tree, called the Local Split Decision tree (LSD-tree), that supports arbitrary split position was proposed in [HSW89b]. A split position can be chosen such that it is optimal with
respect to the current cell. The directory of an LSD-tree is similar to that maintained by the kd-tree [Ben75]. Each node of the LSD-tree represents one split and stores the split dimension (cf: the discriminator of kd-trees) and position (cf: the discriminator value of kd-trees), and each leaf node points to a data bucket.

In an LSD-tree, the nodes in a directory T are divided into two directories: the internal directory and the external directory. The internal directory consists of a subtree that contains the root and is stored in main memory. The external directory consists of multiway-trees and is stored in secondary memory. In an external directory page, the subtree is organized as a heap. When a directory page is split, the root node of that directory page is inserted into the directory T and the left and right subtrees are stored in two distinct directory pages. The main objective of the paging algorithm [HSW89a] is to ensure that the heights of multiway-trees differ by at most one directory page. The proposed paging strategy is similar to that proposed in [CeS82], although the algorithm in [CeS82] makes no distinction between the external and internal directories. The major difference is that the internal directory is restructured such that the heights of multi-way trees in the external directory always differ by at most one page. To achieve this, the nodes that are close to the boundary that separates the internal and external directories must be moved around between these two directories. Note that the size of the internal directory depends on the allocated internal memory. Like kd-trees, rotation of the tree is not possible. If the data is very skewed, the property of the height differences of at most one cannot be upheld.

The deletion algorithm is not presented. We believe that the deletion of [CeS82] can be applied here. To index non-zero sized objects, objects are mapped from a $k$ dimensional into points in a $n k$-dimensional space. In principle, the LSD-tree is similar to the kd-tree [Ben75] and its paging strategy is similar to that used in [CeS82, OMS87].

### 4.2. B-tree based Indexing Techniques

$\mathrm{B}^{+}$-trees have been widely used in data intensive systems to facilitate query retrieval. The wide acceptance of the $\mathrm{B}^{+}$-tree is its height-balanced elegant characteristic, making it ideal for disk I/O where data transfer is in the unit of page. It has become an underlying structure for many new indexes. In this section, we discuss indexes based on the concept of the hierarchical structure of $\mathrm{B}^{+}$-trees.

### 4.2.1. The R-Tree

The R-tree [Gut84] is a multi-dimensional generalization of the B-tree, that preserves height-balance. Like the B -tree, node splitting and merging are required for inserting and deleting objects. The R-tree has received a great deal of attention due to its well defined structure and the fact that it is one of the earliest proposed tree structures for non-zero
sized spatial object indexing. Many papers have used the R-tree as a model to measure the performance of their structures.

An entry in a leaf node consists of an object-identifier of the data object and a kdimensional bounding rectangle which bounds its data objects. In a non-leaf node, an entry contains a child-pointer pointing to a lower level node in the R-tree and a bounding rectangle covering all the rectangles in the lower nodes in the subtree. Figures 12a and 12 b illustrate the structure of an R-tree and its planar representation.

In order to locate all objects which intersect a query rectangle, the search algorithm descends the tree from the root. The algorithm recursively traverses down the subtrees of bounding rectangles that intersect the query rectangle. When a leaf node is reached, bounding rectangles are tested against the query rectangle and their objects are fetched for testing if they intersect the query rectangle.

To insert an object, the tree is traversed and all the rectangles in the current non-leaf node are examined. The constraint of least coverage is employed to insert an object: the rectangle that needs least enlargement to enclose the new object is selected, the one with the smallest area is chosen if more than one rectangle meets the first criterion. The nodes in the subtree indexed by the selected entry are examined recursively. Once a leaf node is obtained, a straightforward insertion is made if the leaf node is not full. However, the leaf node needs splitting if it overflows after the insertion is made. For each node that is traversed, the covering rectangle in the parent is readjusted to tightly bound the entries in the node. For a newly split node, an entry with a covering rectangle that is large enough to cover all the entries in the new node is inserted in the parent node if there is room in the parent node. Otherwise, the parent node will be split and the process may propagate to the root.

To remove an object, the tree is traversed and each entry of a non-leaf node is checked to determine if the object overlaps its covering rectangle. For each such entry, the entries in the child node are examined recursively. The deletion of an object may cause the leaf node to underflow. In this case, the node needs to be deleted and all the remaining entries of that node are reinserted from the root. Similar to the node splitting, the deletion of an entry may cause further deletion of nodes in the upper levels. Thus, entries belonging to a deleted $i t h$ level node must be reinserted into the nodes in the $i t h$ level of the tree. Deletion of an object may change the bounding rectangle of entries in the ancestor nodes. Hence readjustment of these entries is required.

In searching, the decision whether to visit a subtree depends on whether the covering rectangle overlaps the query region. It is quite common for several covering rectangles in an internal node overlap the query rectangle, resulting in the traversal of several subtrees. Therefore, the minimization of overlaps of covering rectangles as well

(a) The directory of an R-tree

(b) A planar representation of an R-tree

Figure 12 The structure of an R-tree
as the coverage of these rectangles is of primary importance in constructing the R-tree [Gut84, RoL85].

The heuristic optimization criterion used in the R-tree is the minimization of the area of internal nodes covering rectangles. Two algorithms involved in the process of minimization are the insertion and its node splitting algorithms. Of the two, the splitting algorithm affects the index efficiency more. In [Gut84], splitting algorithms with exponential, quadratic and linear cost were discussed. It was shown that the performance of the quadratic and linear algorithms were comparatively similar. The quadratic algorithm in a node splitting first locates two entries that are furthest apart. That is, a pair of entries that would waste the largest area if they are put in the same group. These two rectangles are known as the seeds and the pair chosen tend to be small relative to others. Two groups are formed, each with one seed. For the remaining entries, each entry rectangle is used to calculate the area enlargement required in the covering rectangle of each group to include the entry. The difference of two area enlargements is calculated and the entry that has the maximum difference is selected as the next entry to be included into the group whose covering rectangle needs the least enlargement. As the selection is mainly based on the minimal enlargement of covering rectangles and the rectangle that has been enlarged before requires less expansion to include the next rectangle, it is quite often that a single covering rectangle is enlarged till the group has $\mathrm{M}-\mathrm{m}+1$ rectangles. The two resultant groups will respectively contain $\mathrm{M}-\mathrm{m}+1$ and m rectangles. The linear algorithm chooses the first two objects based on the separation between the objects in relation to the width of the entire group along the same dimension.

### 4.2.2. The R-tree Extensions

The coverage of covering rectangles and overlaps between them in the R-tree are affected by the objects are being partitioned into groups by its splitting algorithm. In [Gre89], Greene proposed a slightly different splitting algorithm. In her splitting algorithm, two most distant rectangles are selected and for each dimension, the separation is calculated. Each separation is normalized by dividing it with the interval of the covering rectangle on the same dimension, instead of by the total width of the entire group as in [Gut84]. Along the dimension with the largest normalized separation, rectangles are ordered on the lower coordinate. The list is then divided into two groups, with the first $\frac{(M+1)}{2}$ rectangles into the first group and the rest into the other.

## The $\mathbf{R}^{*}$-Tree

Minimization of both coverage and overlaps is crucial to the performance of the R-tree. It is however impossible to minimize the two at the same time. A balancing criterion must be found such that the near optimal of both minimization can produce the best result. An additional optimization objective put forward in [BKS90] is the margin of the
covering rectangles; squarish covering rectangles are preferred. Based on the fact that clustering rectangles with little variance of the lengths of the edges tend to reduce the area of the cluster's covering rectangle, the criterion that ensures the quadratic covering rectangles is used in the insertion and splitting algorithms of the improved R-tree, called the $\mathrm{R}^{*}$-tree.

In the leaf nodes of the $\mathrm{R}^{*}$-tree, a new record is inserted into the page whose entry covering rectangle if enlarged has the least overlap with other covering rectangles. A tie is resolved by choosing the entry whose rectangle needs the least area enlargement. However, in the internal nodes, an entry whose covering rectangle needs the least area enlargement is chosen to include the new record, and a tie is resolved by choosing the entry with the smallest resultant area. The improvement is particularly significant when both the query rectangles and data rectangles are small, and when the data is nonuniformly distributed. In the $\mathrm{R}^{*}$-tree splitting algorithm, along each axis, the entries are sorted by the lower value, and also sorted by the upper value of the entry rectangles. For each sort, $\mathrm{M}-2 \mathrm{~m}+2$ distributions of splits are considered, where in $\mathrm{kth}(1 \leq \mathrm{k} \leq \mathrm{M}-2 \mathrm{~m}+2)$ distribution, the first group contains the first ( $\mathrm{m}-1$ ) +k entries and the other group contains the remaining $\mathrm{M}-\mathrm{m}-\mathrm{k}$ entries. For each split, the total area, the sum of edges and the overlap-area of the two new covering rectangles are used to determine the split. Note that not all three can be minimized at the same time. In [BKS90], three selection criteria were proposed based on the minimum over one dimension, the minimum of the sum of the three values over one dimension or one sort, and the overall minimum. In the algorithm, the minimization of the edges is used.

Dynamic hierarchical spatial indexes are sensitive to the order of the insertion of data. A tree may behave differently for the same data set but with a different sequence of insertions. Data rectangles inserted previously may result in a bad split in R-tree after some insertions. Hence it may be worth to do some local reorganization, which is however expensive. The R-tree deletion algorithm provides reorganization of the tree to some extent, by forcing the entries in underflowed to be inserted from the root. The study in [BKS90] shows that the deletion and reinsertion can improve the R-tree quite significantly. Using the idea of reinsertion of the R-tree, Beckmann et al proposed a reinsertion algorithm when a node overflows. The reinsertion sorts the entries in decreasing order of the distance between the centroids of the rectangle and the covering rectangle and reinserts the first $p$ (variable for tuning) entries. In some cases, the entries are reinserted back into the same node and hence a split is eventually necessary. The reinsertion will no doubt increase the storage utilization; but it can be fairly expensive when the tree is large. In the experiments conducted in [BKS90], the $\mathrm{R}^{*}$-tree is found to be more efficient than some other variants, and the R-tree using linear splitting algorithm
is substantially less efficient than the one with quadratic splitting algorithm. In general, the $\mathrm{R}^{*}$-tree is an improvement over the R -tree at the expense of more expensive insertion.

## The Buddy-Tree

The buddy-tree which can be considered as a compromise of the R-tree and the grid-file was proposed by Seeger et. al. in [SeK90]. It avoids the downward splitting of the K-D-B-tree, the overlapping problem of the R-tree and the dependency of structures upon the insertion of data. The buddy-tree generalizes the buddy system of the grid-file to organize correlated data efficiently, by bounding the data points tightly using the bounding rectangle concepts of the R-tree and organize the directory as in the R-tree. Like grid-files, the non-zero sized data have to be mapped into higher dimension.

## The Packed R-Tree

To construct a tree with all the data available beforehand, the data can be pre-processed to produce a compact and query efficient tree. In [RoL84, RoL85], packed R-trees were introduced to minimize the coverage and overlap of rectangles by building an R-tree statically. It was shown that for point data, it is possible to partition points into groups such that the bounding rectangles of these groups do not overlap. However, to achieve zero overlap may require rotating the orientation of the entire database, which may not be possible or beneficial. Further, zero overlap is achievable only at the leaf level of the Rtree with static construction. For bounding rectangles associated with the non-leaf nodes, overlap is sometimes unavoidable. The main objective of the algorithm is to reduce the storage space, the coverage and overlap of rectangles, in order to improve the search efficiency.

The algorithm first orders the objects along one of the co-ordinate axes (e.g. X) using the smaller co-ordinate value for each bounding rectangle. The algorithm then chooses the first object from the list and using that object, selects the nearest $M-1$ objects to form a node, where $M$ is the maximum number of objects or entries allowed in a page. The process is repeated till all objects are assigned to nodes. The bounding rectangle enclosing all objects in a leaf node becomes an object at the next higher level. These objects are once again ordered and assigned to nodes in the same way. The algorithm stops when there are less than $M$ objects left; these remaining objects are assigned to the root node of the R -tree.

Although the algorithm [RoL84, RoL85] uses a nearest function to identify the next object to be included in the current node, this function is not defined. As far as the measure of distance is concerned, there are several ways to determine the distance between two objects, for example:
the minimum distance between any two points on the boundary of each object; the distance between the centroids of the objects;
either (1) or (2) with respect to the bounding rectangles of the objects;
To minimize the coverage of rectangles in a packed R-tree, the use of distance between the centroids of the bounding rectangles is a better measure than the two nearest points because:
(1) objects that are close together based on the latter measure of distance can still have large coverage, and
(2) the coverage of both $A$ and $B$ are determined based on the maximum and minimum values of the two objects, which are the boundaries of bounding rectangles.
A slightly different way of packing is to incorporate the enlargement criterion of the R-tree to select the next entry. That is, using the bounding rectangle covering all the entries selected so far, the next entry is the one that requires the least enlargement of the bounding rectangle to cover the new entry. In Figure 13, rectangle $b$ requires the smallest bounding rectangle (BR) expansion, but rectangle $a$ is the nearest to the node bounding rectangle. Hence, rectangle $b$ will be selected with the above method, but rectangle $a$ will be selected by the packed R-tree strategy.


Figure 13 Selection of next rectangle

## The $\mathbf{R}^{+}$-Tree

The $\mathrm{R}^{+}$-tree [SRF87] is a compromise between the R-tree and the K-D-B-tree [Rob81] and was proposed to overcome the problem of the overlapping covering rectangles of internal nodes of the R-tree.

The $\mathrm{R}^{+}$-tree structure is exactly the same as that of the R -tree, however the constraints are slightly different.
(1) Nodes of an $\mathrm{R}^{+}$-tree are not guaranteed to be at least half filled.
(2) The entries of any intermediate (internal) node do not overlap.
(3) An object identifier may be stored in more than one leaf node.

The duplication of object identifiers leads to the non-overlapping of entries. In a search, the subtrees are searched only if the corresponding covering rectangles intersect

(a) The directory of an $\mathrm{R}^{+}$-tree

(b) A planar representation

Figure 14 The structure of an $\mathrm{R}^{+}$-tree
the query region. The disjoint covering rectangles avoid the multiple search paths of the R-tree for point queries. For the space in Figure 14, only one path is traversed to search for all objects that contain point $p 7$; whereas for the R-tree, two search paths exist. However, for certain query rectangles, searching the $\mathrm{R}^{+}$-tree is more expensive than searching the R-tree. For example, suppose the query region is the left half of object $r 8$. To retrieve all objects that intersect the query region using the R-tree, two leaf nodes have to be searched, respectively through $R 5$ and $R 8$, and it incurs five page accesses. To evaluate such a query, three leaf nodes of the $\mathrm{R}^{+}$-tree have to be searched, respectively through $R 6, R 9$, and $R 10$, and a total of six page accesses is incurred.

To insert an object, multiple paths may be traversed. At a node, the subtrees of all entries with covering rectangles that intersect with the object bounding rectangle must be traversed. On reaching the leaf nodes, the object identifier will be stored in the leaf nodes; multiple leaf nodes may store the same object identifier.

Three cases of insertions need to be handled with care [Gun88, Ooi88]. The first is when an object is inserted into a node where the covering rectangles of all entries do not intersect with the object bounding rectangle (see Figure 15a). The second is when the bounding rectangle of the new object only partially intersects with the bounding rectangles of entries (as shown in Figure 15b); this requires the bounding rectangle to be updated to include the new object bounding rectangle. Both cases must be handled properly such that the coverage of bounding rectangles and duplication of objects could be minimized.

The third case is more serious in that the covering rectangles of some entries can prevent each other from expanding to include the new object. In other words, some space ("dead space") within the current node cannot be covered by any of the covering rectangles of the entries in the node. If the new object occupies such a region, it cannot be fully covered by the entries. For example, the solid rectangle in Figure 16 cannot be covered by the bounding rectangles (dashed rectangles). To avoid this situation, it is necessary to look ahead to ensure that no dead space will result when finding the entries to include an object. Alternatively, the criterion proposed by Guttman [Gut84] can be used to select the covering rectangles to include a new node. When a new object cannot be fully covered, one or more of the covering rectangles are split. This means that the split may cause the children of the entries to be split as well, which may further degrade the storage efficiency.

During an insertion, if a leaf node is full and a split is necessary, the split attempts to reduce the identifier duplications. Similar to the K-D-B-tree, the split of a leaf node may propagate upwards to the root of the tree and the split of a non-leaf node may propagate downwards to the leaves. The split of a node involves finding a partitioning
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Notation: $\begin{aligned} & \left\lceil{ }_{-}^{-} \text {current bounding rectangle } \quad \square \text { parent covering rectangle }\right. \\ & \square \text { query rectangle }\end{aligned}$

Figure 15 Objects covering in $\mathrm{R}^{+}$-trees


Figure 16 The deadlock: The input rectangle cannot be covered
hyperplane to divide the original space into two. The selection of a partitioning hyperplane was suggested to be based on the following four criteria: the clustering of entry rectangles, minimal total $x$ - and $y$-displacement, minimal total space coverage of two new subspaces, and minimal number of rectangle splits. While the first three criteria aim to reduce search by tightening the coverage, the fourth criterion confines the height expansion of the tree. The fourth criterion can only minimize the number of covering rectangles of the next lower level that must be split as a consequence. It cannot guarantee that the total number of rectangles being split is minimal. Note that all four criteria cannot possibly be satisfied at the same time.

The problem of overlapping rectangles of the R -tree is overcome, the $\mathrm{R}^{+}$-tree however inherits some problems of the K-D-B-tree [Rob81] and the Matsuyama's kd-tree [MHN84]. Like K-D-B-tree, partitioning a covering rectangle may cause the covering rectangles in the descendant subtree to be partitioned as well. Frequent downward splits tend to partition the already under populated nodes, and hence the nodes in an $\mathrm{R}^{+}$-tree may contain less than $M / 2$ entries. Object identifiers are duplicated in the leaf nodes, the extent of duplication is dependent on the spatial distribution and the size of the objects. To delete an object, it is necessary to delete all identifiers that refer to that object. Deletion may necessitate major reorganization of the tree.

In [Gre89], a performance study of R-trees and $\mathrm{R}^{+}$-trees was conducted. In the comparison between R -trees and $\mathrm{R}^{+}$-trees, it is found that the $\mathrm{R}^{+}$-tree requires much more splits, especially for large data objects, but lesser splits for smaller data objects. For a uniform data distribution of square rectangles that fully covers the map space, $30 \%$ of the objects are duplicated. Interestingly, the results show that for the case where the coverage is $100 \%$ and the objects are long and narrow along $X$ dimension, the duplication
decreases. This is likely due to the better grouping achieved along $X$ axis. In general, the query efficiency tests show that $\mathrm{R}^{+}$-trees perform better for smaller objects and slightly worse off for larger objects. The study in fact exhibits similar pattern of results to that of the kd-trees extended using the overlapping approach and the non-overlapping approach [Ooi90].

## The Cell Tree

Based on the binary space partitioning trees [FKN80], Gunther [Gun88] proposed the cell tree to alleviate the overlapping bounding rectangle problems of R-trees and the "dead space" problems of $\mathrm{R}^{+}$-trees. Binary space partitioning trees are binary trees that represent a recursive subdivision of a space into subspaces. The cell-tree is a heightbalanced tree. The partitioning hyperplanes in a cell-tree may not be parallel to any axis, and as a result, the unpartitioned subspaces are polyhedral (see Figure 17). In a cell-tree internal node, the bounding polygon of an entry is a convex polyhedron. The sons of each node form a binary space partition of the node. Partitions do not overlap. The fact that polyhedra may require different number of points to represent is difficult for the cell-tree to set a lower bound on the number of entries. An insertion may cause a node to overflow. When a page split is not possible, a node may occupy more than one page.


Figure 17 The structure of a cell tree

Spatial objects are no longer bounded by bounding rectangle, but by a convex polyhedron. A convex polyhedral cover of an object is composed of a set of polyhedra to better approximate irregularly shaped spatial objects. Like the $\mathrm{R}^{+}$-tree, a spatial object being represented may be stored in more than one leaf node.

One major problem with the indexes employing object duplication techniques is that each new object may be divided into multiple pieces in order to store them in a tree where internal node bounding polygons do not overlap. The fragmentation effect is even more serious when the database becomes more populated. Each split of a node leads to a decrease in the node data space but to an increase in the number of nodes per object. To overcome the fragmentation and duplication problems, Gunther and Noltemeier [GuN91] proposed to store oversized objects which may greatly increase the number of object identifiers being stored in the leaf nodes in separate "oversize shelves". These oversize shelves are data nodes linked to internal nodes in the cell-tree, in one way, causing the tree to be not height-balanced. The placement of a new object in the subtree or oversize shelf requires some optimization. The oversize page shelf can be overflowed and a split on this shelf is necessary. We did some experimentation before on the R-tree in such a way that the oversized objects are stored in an internal node as long as possible, and these oversized objects are pushed down to next level only when the node has M subtree entries. We found that this gives a better storage efficiency, but the improvement in query efficiency is not significant. This is due to the fact that by storing data objects in internal nodes, the height of the tree is increased.

### 4.3. Quad-tree Based Structures

The quad-CIF-tree [FKS81, Sam84] (where CIF denotes Caltech Intermediate Form) was proposed for representing a set of small rectangles for VLSI applications. It is organized in a way similar to the region quad-tree. A region is recursively partitioned until the resulting quadrants do not contain any rectangle. During the subdivision, all rectangles that intersect with either of the two partitioning lines are associated with the partitioning lines. The rectangles that are associated with a quadrant must not belong to any ancestor quadrant. It is assumed that no two rectangles overlap.

An intersection search performed on the quad-CIF-tree would begin with the root node, and examine the rectangles associated with it. The search examines only the child nodes of quadrants that intersect the query region.

To insert a rectangle, each subdivision node (quadrant) is checked. If one of the axes intersects with the rectangle, the rectangle is inserted at that node. Otherwise, the child node whose quadrant contains the rectangle is searched. If the quadrant does not have any child and the rectangle has not been inserted, then the process of recursive subdivision of quadrants is required. Deletion of a node is a counterpart of the node
splitting during insertion, where tree collapsing is involved.
In contrast to the quad-CIF-tree representation, a point representing a rectangle may be used to store rectangles in a PR quad-tree [Sha86]. A problem with this representation is that practically the entire tree has to be searched for intersection queries, which is due to the fact that rectangles may span over any parts of the space.

### 4.4. Cell Methods based on Dynamic Hashing

Both extendible hashing [FNP79] and linear hashing [KrS86, Lar78] lend themselves to an adaptable cell method for organizing $k$-dimensional objects. The grid file [HiN83, NHS81, NHS84] and the EXtendible CELL (EXCELL) method [Tam82a, Tam82b] are extensions of dynamic hashed organizations [FNP79] incorporating a multi-dimensional file organization for multi-attribute point data.

## The Grid File

The grid file structure proposed in [HiN83, NHS84] consists of two basic structures: $k$ linear scales and a $k$-dimensional directory (see Figure 18). The fundamental idea is to partition a $k$-dimensional space according to an orthogonal grid. The grid on a $k$ dimensional data space is defined as scales which are represented by $k$ one-dimensional arrays. Each boundary in a scale forms a ( $k-1$ )-dimensional hyperplane that cuts the data space into two subspaces. Boundaries form $k$-dimensional unpartitioned rectangular subspaces, which are represented by a $k$-dimensional array known as the grid directory. The correspondence between directory entries and grid cells (blocks) is one-to-one. Each


Figure 18 The grid file layout
grid cell in the grid directory contains the address of a secondary page, the data page, where the data objects that are within the grid cell are stored. As the structure does not have the constraint that each grid cell must at least contain $m$ objects, a data page is allowed to store objects from several grid cells as long as the union of these grid cells together form a rectangular rectangle, which is known as the storage region. These regions are pairwise disjoint, and together they span the data space. For most applications, the size of the directory dictates that it be stored on secondary storage, however, the scales are much smaller and may be cached in main memory.

Figure 19 illustrates a three dimensional grid object space. A three-dimensional array, $\operatorname{dir}(1 . .3,1 . .3,1 . .2)$, is required to store the grid entries, and the description of an entry may be obtained once the scales are known. For example, the description of the grid cell with $\mathrm{x}_{3} \times \mathrm{y}_{1} \times \mathrm{z}_{2}$ subspace is stored in $\operatorname{dir}(3,1,2)$.

Like other tree structures, splitting and merging of data pages are respectively required during insertion and deletion. Insertion of an object entails determining the correct grid cell and fetching the corresponding page followed by a simple insertion if the data page is not full. In the case where the page is full, a split is required. The split is simple if the storage region covers more than one grid cell and not all the data in the region fall within the same cell; the grid cells are allocated to the existing data page and a new page with the data objects distributed accordingly. However, if the page region covers only one grid cell or the data of a region fall within only one cell, then the grid has to be extended by a ( $k-1$ )-dimensional hyperplane that partitions the storage region into two subspaces. A new boundary is inserted into one of the k grid-scales to maintain the one-to-one correspondence between the grid and the grid directory, a ( $k$-1)-dimensional cross-section is added into the grid directory. The resulting two storage regions are disjoint and, to each region a corresponding data page is attached. The objects stored in the overflowing page are distributed among the two pages, one new and one existing page. Other grid cells that are partitioned by the new hyperplane are unaffected since


Figure 19 A three-dimensional grid object space
both parts of the old grid cell will now be sharing the same data page.
Deletions may cause occupancy of a storage region to fall below an acceptable level, and these trigger merging operations. When the joint occupancy of a storage region whose records have been deleted and its adjacent storage region drops below a certain threshold, the data pages are merged into one. In [NHS84], based on the average bucket occupancy obtained from the simulation studies, $70 \%$ is suggested to be an appropriate of the resulting bucket. Two different methods were proposed for merging, the neighbor system and the buddy system. The neighbor system allows two data pages whose storage regions are adjacent to merge so long as the new storage region remains rectangular; this may lead to "dead space" where neighboring pages prevent any merging for a particular underpopulated page. For example, the data page with region $A$ in Figure 19 , if underflows, cannot be merged with any data pages of neighboring regions. A more restrictive merging policy like the buddy system is required to prevent the dead space. For the buddy system, two pages can be merged provided their storage regions can be obtained from the subsequent larger storage region using the splitting process. However, total elimination of dead space for a $k$-dimensional space is not always possible.

The merging process will make the boundary along the two old pages redundant, when there are no storage regions adjacent to the boundary. Consider Figure 21, the boundary $s$ becomes redundant if all the storage regions that span over $y_{1}$ and $y_{2}$ intervals along dimension Y intersect with $s$. In this case, the redundant boundary is removed from its scale and the one-to-one correspondence is maintained by removing the redundant entries from the grid directory.

In [NiH85], the grid file was proposed as a means for spatial indexing of non-point objects. To index $k$-dimensional data objects, mapping from a $k$-dimensional space to a $\mathrm{n} k$-dimensional space where objects exist as points is necessary. One disadvantage of the mapping scheme is that the higher dimensional space means it is harder to perform

Figure 19 Dead space introduced by the neighbor merging system
directory splitting [WhK85]. To index a rectangle, it is represented as $(c x, c y, d x, d y)$, where $(c x, c y)$ is the centroid of the object and $(d x, d y)$ are the extensions of the object from the centroid [HiN83]. The ( $c x, c y, d x, d y$ ) representation causes objects to cluster close to X -axis, while objects cluster on top of $x=y$ for $\left(x_{1}, x_{2}, y_{1}, y_{2}\right)$ represention. For ease of grid partitioning, the former representation is therefore preferred [Nie95].

For an object ( $c x, c y, d x, d y$ ) to intersect with the query region ( $q c x, q c y, q d x, q d y$ ), the following conditions must be satisfied:

$$
\begin{aligned}
& c x-d x \leq q c x+q d x \text { and } \\
& c x+d x \geq q c x-q d x \text { and } \\
& c y-d y \leq q c y+q d y \text { and } \\
& c y+d y \geq q c y-q d y .
\end{aligned}
$$

Consider Figure 20a, where rectangle q is the query rectangle. The intersection search region on cx-dx hyperplane, the shaded region in Figure 20b, is obtained by the first two inequality equations of the above intersection condition. Note that the search region can be very large if the global space is large and the largest rectangle extension along the X axis is not defined. In Figure 20b, the known upper bound, $u d x$, for any rectangle extension along the X axis, reduces the search region to the enclosed shaded region. The same argument applies for the other co-ordinate. Objects that fall in both search regions satisfy the intersection condition.

It is easier to understand how the search is performed from a two-dimensional view point rather than from a four-dimensional view point. Suppose the global twodimensional space of a database is defined and is represented as $(0,0)$ and ( $g x, g y$ ). Further, suppose the maximum extensions of objects are known, and let them be $u d x$ and udy respectively. Then the search region for the query defined by two corners, (qxl, qyl) and ( $q x 2, q y 2$ ) is constrained by the following two equations:

$$
\begin{aligned}
& \operatorname{MAX}\left(\frac{q x 1}{2}, \mathrm{qx} 1-\mathrm{udx}\right)<\mathrm{x}<\operatorname{MIN}\left(\frac{g x+q x 2}{2}, \mathrm{qx} 2+\mathrm{udx}\right) \\
& \operatorname{MAX}\left(\frac{q y 1}{2}, \mathrm{qy} 1-\mathrm{udy}\right)<\mathrm{y}<\operatorname{MIN}\left(\frac{g y+q y 2}{2}, \mathrm{qy} 2+\mathrm{udy}\right)
\end{aligned}
$$

where MAX and MIN functions respectively return the maximum and the minimum of their arguments. Figure 21 illustrates the search space defined by the above condition. Objects whose centroids are in the shaded region will not intersect with the query region. However, not objects whose centroids are in the unshaded region will intersect with the query region.

The mapping of regions from a $k$-dimensional space to points in a $n k$-dimensional space undesirably changes the spatial neighborhood properties. Regions that are spatially close in a $k$-dimensional space may be far apart when they are represented as points in an

(a) The distribution of data objects


Figure 20 Intersection search region in the grid file


Figure 21 A two-dimensional view of a search space
$n k$-dimensional space. Consequently, the intersection search may not be efficient.

## The EXCELL Method

The EXCELL method of Tamminen [Tam82a, Tam82b] is an independent work that uses the same approach as that of the grid file. The major difference between the two is the way in which the search space is partitioned. Instead of allowing a space to be partitioned freely, the EXCELL method requires that all partitioning lines be equi-distant. When an interval is partitioned, other intervals on the same dimension must be partitioned as well. All grid cells cover the same amount of space, and the size of the grid directory is doubled with every split. The EXCELL method simplifies the grid partitioning operations at the expense of requiring larger directories.

In [Tam83], Tamminen suggested a hierarchical EXCELL method to alleviate the problem of large grid directories. The approach is similar to the multi-level grid file implementation proposed in [WhK85], in which each cell may correspond to a data page or a sub-directory. However in Tamminen's hierarchical EXCELL method, the maximum depth of the hierarchy is fixed and when a data page overflows, it will not be further split and overflow pages are used instead. In [TaS82], the EXCELL method was suggested for indexing non-zero sized objects by duplicating object identifiers.

## The Multi-Level Grid Files

The grid file structure [NHS84] was originally designed to guarantee two disk accesses for exact match queries, one to access the directory and the other to access the data page.

The "two disk access" property can only be ensured if the directory is stored as an array and all grid cells are of the same size. However, with such an implementation, the size of the directory is doubled whenever a new boundary is introduced. Most of these directory entries correspond to empty grid cells, i.e. they do not contain any data objects. Simulated results [NHS84] indicate that the size of the directory grows approximately linearly with the size of the file. To alleviate this problem, a multi-level directory [BIM90, Hin85, HSW90, Fre87, WhK85] where grid cells are organized in a hierarchical structure was suggested. A multi-level grid file called the generalized grid file (GGF) was proposed in [BIM90]. The GGF behaves like a $\mathrm{B}^{+}$-tree for a single dimensional data. With such a hierarchical structure, the property of "two disk accesses" [NHS84] for exact-match queries is no longer valid.

In [HSW88a, HSW88b], the twin grid file access method was proposed to improve the low storage utilization of grid files by using two grid files, called the primary grid file and the secondary grid file. In [HSW88b], it was assumed that the storage space consumed by the grid directories is fairly small as compared to the space required for data buckets, hence only the space for data buckets is optimized. The basic idea of the twin grid file is to distribute data points among the two files which span over the same entire data space. In an insertion, the point is firstly inserted into the primary grid file. If the bucket overflows, a point has to to be transferred from the primary grid file to the secondary grid file if it has space for the point. Otherwise, a split is required. Deletions may cause a bucket in one of the grid file to underflow, shifting of points are required if two corresponding buckets cannot be merged. Note that the restructuring may already have occurred within a single file, as in conventional grid files. For example, a data point which if inserted into the primary file would cause a bad split is inserted into the


Figure 22 Twin grid file organization
secondary grid file. However, with further insertions, the points that are previously distributed into the secondary grid file may give a better storage utilization if they are brought back to the primary grid file for a split. Hence, points may be transferred from the secondary grid file to the primary grid file, or vice versa, after each insertion or deletion. In [HSW88b], the primary grid file is favored over the secondary grid file if the storage of a point does not increase the number of data buckets. Their experimental results show that only about 15 of the points are stored in the secondary file. Consider Figure 22; let the dotted boundaries be those from the primary grid file and the page capacity be 3 . Figure 22a illustrates an ideal distribution where the number of buckets required is minimal. However, as object 7 is inserted, a redistribution is required (see Figure 22 b ). Object 3 is moved from the primary grid file to the secondary grid file and objects 4 and 5 are brought forward to the primary grid file. Figure 22c is a case in point where simple insertion can be achieved (object 8). The main objective of object migrations is to minimize the number of buckets used to store a given set of points. The high space utilization is achieved at the expense of more expensive insertions and deletions which incur partial reorganization. Indeed, the experimental results reported in [HSW88b] show that the number of page accesses during insertions in dynamic twin grid files can be twice as many as that of the conventional grid file. To answer a query, whether it is a point query or a region query, two grid files have to be searched. The savings in data buckets may hence cost more in search time.

## The Multi-layer Grid File

To improve the search performance of the grid file, a multi-layer grid file which avoids object mapping was proposed in [SiW88]. In such a structure, a map space may consist of several grid files that cover the same space. When a grid file is partitioned, all objects that are not cut by the partitioning hyperplane are distributed among the two new subspaces and objects that are cut are stored in the next layer grid file. There may be several layers of grid files that store unpartitioned objects, and each layer has different partitioning hyperplanes. At the maximal layer, the objects are clipped if they intersect the partitioning hyperplane. Figure 23 illustrates the 3-layer grid files: objects with solid lines and points are stored in the first layer, objects with dashed lines in the second and objects with dotted lines in the third. Using multiple layers, the number of objects being clipped is reduced as compared to the clipping technique in a single layer grid file.

Although the multi-layer grid file avoids the mapping of spatial objects into points in a higher dimensional space, it suffers from expensive directory overhead and undesirably low storage utilization (between $50 \%$ and 60\%) [HSW90]. Further, searching for spatial objects intersecting a query region over multiple grid files is not efficient.
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Figure 23 Multi-layer grid files

## The R-file

As an attempt to improve the performance of grid files, Hutflesz et al [HSW90] proposed an alternative scheme called the $R$-file based on the concept of multi-layer grid files. The R -file is different from the multi-layer grid file in that the R-file has only one layer and is intended for non-zero sized objects. In the R-file, cells are partitioned using the partitioning strategy of the grid file [NHS84] and a cell is split when overflowed. In order for cells to tightly contain the spatial objects, cells are partitioned recursively by repeated halving till the smallest cell that encloses the spatial objects is obtained. Spatial objects that are totally contained in a cell are stored in its corresponding data page, and those that intersect the partitioning line are stored in the original cell. If the number of spatial objects that intersect a partitioning is more than what can be stored in a data page, partitioning line along the other dimensions will be used. If all records lie on the cross point of partitioning lines, they cannot be partitioned by any partitioning lines, and in such a case, a chain of buckets is used.

After a split, the original cell and the two new cells overlap and to keep the directory small, empty cells are not maintained. After a split, both the original and new cells have almost the same number of spatial objects. Figure 24 illustrates a case in point. Even so, a high number of cells will be inspected for intersection queries, especially those original large cells. The fact that spatial objects stored in the original
unpartitioned cells tend to intersect the partitioning lines of the cells suggests the clustering property of these objects. In order to make intersection search more efficient, two extra values that bound the objects in the partitioning dimension are kept with the original cells. Due to the overlapping cells, the directory is potentially large. To avoid storing the cell boundaries, a z-ordering scheme [Ore86] is used to number the cells. With such a scheme, cells are partitioned cyclically. For a split not according to the cycle, additional information is stored so that one dimension due to non-split can be skipped. For each cell, the directory stores the cell number, the bounding interval, and the data bucket reference. The experiments conducted in [HSW90] strongly indicate that the bounding information leads to substantial saving of page accesses.

## PLOP-Hashing

In [KrS88], a grid file extension was proposed for the storage of non-zero sized objects. The method is a multi-dimensional dynamic hashing scheme based on Piecewise Linear Order Preserving (PLOP) hashing. Like the grid file [NHS84], the data space is partitioned by an orthogonal grid. However, instead of using $k$ arrays to store scales that define partitioning hyperplanes, $k$ binary trees are to represent the linear scales. Each internal node of a binary tree stores a ( $k$-1)-dimensional partitioning hyperplane. Each leaf node of a binary tree is associated with a $k$-dimensional subspace (a slice), where the interval along its associated axis is a sub-interval and the other $k-1$ intervals assume the intervals of the global space. Each slice is addressed by an index $i$ stored in its leaf node.


Figure 24 The R-file

To each cell, a page is allocated to store all points that fall in the unpartitioned subspace. From the indexes stored in $k$ binary trees, the address of a page can be computed. Adopting the bounding scheme similar to that of [OMS87], two extra values are stored in a leaf node to bound the objects whose centroids are in the corresponding slice along the axis that the binary tree is associated with. Hence, an object is inserted into the grid cell that contains it centroid. The regions defined by the two extra values may overlap and they will be used for intersection search. The implementation of PLOP-hashing presented in [SeK88] stores the binary trees in main memory.

The file organizations based on hashing are generally designed for multidimensional point data. To use them for spatial indexing, the mapping of objects from $k$-dimensional space to $n k$-dimensional space or duplication of objects identifiers are generally required. Indexing in a parameter space is not efficient for general spatial query retrievals [Gut84, WhK85].

### 4.5. Spatial Objects Ordering

Existing DBMS supports efficient one-dimensional indexes and provides fast access to one-dimensional data. If multi-dimensional objects can be converted to one-dimensional objects, such indexes can be used directly without alteration. The mapping functions used in mapping must preserve the proximity between data well enough in order to yield reasonably good spatial search. The idea is to assign a number to each of representative grid in a space and these numbers are then used to obtain a representative number for the spatial objects. In this section, we shall review three different mappings.

## Ordering Based on Quad-Tree Quadrants

A mapping which is in principle similar to the quad-CIF-tree approach was proposed by Abel and Smith [AbS83]. A quad-tree divides a space into four equal sized square subspaces. For each subspace of a quad-tree, a unique numeric key of base 5 is attached. All objects falling within a given subspace are assigned the subspace's key. The key $k$ for a subspace of level $h(>1)$ can be derived from the key $(k)$ of the ancestor subspace by the following formula:

$$
k \equiv\left\{\begin{array}{rlc}
k^{\prime}+5^{m-h} & \text { if } & k \text { is the } S W \text { son of } k^{\prime} \\
k^{\prime}+2 * 5^{m-h} & \text { if } & k \text { is the } N W \text { son of } k^{\prime} \\
k^{\prime}+3 * 5^{m-h} & \text { if } & k \text { is the } S E \text { son of } k^{\prime} \\
k^{\prime}+4 * 5^{m-h} & \text { if } & k \text { is the } N E \text { son of } k^{\prime}
\end{array}\right.
$$

Here $m$ is an arbitrary maximum number of levels in decomposition, which is greater than $h$. The global space has $5^{\mathrm{m}}$ as the key.

Figure 25 illustrates an example of key assignment (base 5), where the maximum level of decomposition is 3 . One can notice that, when the locational keys of the same level are traced, the ordering is a form of N - or Z -ordering.

To assign a key to a rectangle, the smallest block which completely covers the rectangle is used. An inherent problem of such an assignment is that an object bounding

Figure 25 Assignment of locational keys

Figure 26 Assignment of covering nodes
rectangle may be very much smaller (as a consequence of the bounding rectangle spanning one or more subspace divisions) than the associated quadrant. To alleviate this problem, a decomposition technique [AbS84] is used, where a rectangle may be represented by up to four adjacent quadrants. Rectangles B and C in Figure 26 illustrate the cases where two and four quadrants are used: keys $110,130,123$ and 141 for rectangle B, and keys 142 and 144 for rectangle C. By associating each rectangle with a collection of quadrants, a better approximation of a rectangle is achieved. This form of representation requires an object identifier to be stored in multiple locations. However, even if this approach is adopted, the size of the representative quadrant may still be much larger than the size of the object's bounding rectangle. Consider the rectangles A and B in Figure 26. A $\mathrm{B}^{+}$-tree is used to index the objects based on their associated locational keys. For an intersection search, all quadrants that intersect the query region have to be scanned. The major advantage of the use of the locational key is that $\mathrm{B}^{+}$-tree structures are widely supported by conventional DBMSs.

## Ordering Based on Space-Filling Curves

Methods that use Peano space-filling curves [Pea90] to map $k$-dimensional space onto one-dimensional objects in its native space had also been proposed in [OrM84]. The idea is to transform each $k$-dimensional object to a set of line segments. A grid cell is assigned a unique value, and they are ordered using some space-filling curve strategies. The ordering of grid cells in [Ore86] is termed Z-ordering. A space consists of $2^{m} \times 2^{m}$ grid cells, and a rectangle is described by $\left[x_{1}, x_{2}\right]$ and $\left[y_{1}, y_{2}\right]$. A grid cell is referred to as an element and each of these elements has a unique z -value. The z -value of an element is a binary value obtained by interleaving the binary bits of the descriptive bits of each dimension. For example, an element with [011, 100] ([3, 4]) is addressed by 011010 (26), where the first bit of the z-value is the first bit of the $X$ co-ordinate, the second bit of the z -value is the first bit of the Y co-ordinate, and so forth. The z values of the elements trace out the path shown in Figure 27.

For a region containing more than one grid cell, the common first $n_{i}$ bits, along each dimension $i$ are determined. In a two-dimensional space, all points lying inside the region have coordinates with the same $n_{x}$ (along X axis) and $n_{y}$ (along y axis) bit prefixes. The z -value of the region is constructed by interleaving the $n_{x}$ and $n_{y}$ bits. For example, a two-dimensional region defined by 010 and 011 along X axis, and 110 and 111 along Y axis has 01 and 11 as common prefixes for the X and the Y axes respectively. The z-value for the region is therefore 0111 and this bit string uniquely identifies the region. However, if a common prefix cannot be obtained, then a set of $z$ values is used. A rectangle is represented as a set of $z$-values in its "native" space, each corresponding to a cell that the rectangle completely covers. These values are not

Figure 27 Spatial interpretation of z order (Peano curve)
contiguous in the one-dimensional space. This occurs when a rectangle spans across grid cells of higher z-order (considering leftmost binary bits alone). The assignment of locational keys to spatial objects is a mapping of objects from a $k$-dimensional space to one-dimensional objects in its original space. The implementation is straightforward and conventional indexes can be used to index the objects.

In query processing, a query rectangle is transformed into a set of query intervals in a one-dimensional space. A data object is contained in the query rectangle if and only if the data object falls in all of the query intervals. Overlapping rectangles can be detected using the so-called spatial join [Ore86], which is a simple extension of the natural join. In such a join, each spatial object is transformed into a set of one-dimensional intervals, and for each object of an external join operand (object in the outer for loop), the objects of the internal join operand (the inner loop) are checked if one $z$-value is a prefix for the other. Each resulting candidate is a pair of spatial objects that are likely to overlap, and then a real spatial testing is performed. In [Ore90], the performance of native space implementation of the overlap query was shown to be better than that of the parameter space implementation in the context of z-order based indexing methods. The native space implementation transforms $k$-dimensional data objects into one-dimensional objects embedded in their native space, while the parameter space implementation maps $k$-dimensional $n$ vertices objects to $n k$-dimensional point objects which may then be linearized.

Based on the concept of parameter space indexing in [Ore90], a method called DOT (DOuble Transformation) [FaR91] was proposed. The approach has two transformations:
first, a covering rectangle of an object in a $k$-dimensional space is mapped into a point in a $n k$-dimensional space; second, the $n k$-dimensional point is then mapped onto a point in a one-dimensional space using the distance preserving mapping concept. The second transformation can be any mapping, such as Hilbert [Hil91] or Peano [Pea90] mapping. The Hilbert curve involves rotation and reflection in its basic pattern (see Figure 28), which accounts for harder computation when compared to Peano curve. However, Hilbert curve was shown to produce a more efficient result [FaR91]. A separate study in clustering using different space filling curves was conducted in [Jag90b]; the experimental results suggest that Hilbert mapping is more superior to gray code and Peano mappings.

A point query is firstly transformed into a range query with a query rectangle in a two-dimensional space. The query rectangle is then transformed into a set of range queries in the final one-dimensional space. Data points fall within the intervals are the possible candidates.

The main motivation for spatial ordering methods is that the software and theory developed for conventional attribute-based searching can be readily used to support these methods. The transformation of data from one dimension to another may cause the loss of spatial proximity between data and poor intersection search as a result. The selection of effective distance preserving function is important.

Figure 28 Hilbert curve

## Ordering Based on Grid Partitioning

The constraint that storage regions must be rectangular causes many storage regions to be much bigger than their actual data space. Interpolation-based grid files [Bur83] avoid this problem by using an explicit representation of data space so that there is always only one directory entry per data bucket.

The Balanced And Nested Grid (BANG) file [Fre87] is an interpolation-based grid file which is however different from the original grid file in that it allows two subspaces to intersect. The BANG file divides the data space into a hierarchy of sets of notational grid regions. Each of these grid regions can be identified by a unique pair ( $r, l$ ), where $r$ is the region number, and $l$ is the granularity or level number. A space is obtained by recursively halving along some selected dimensions. That is, the level of the hierarchy of grid regions is generated from the previous higher level by partitioning along a selected dimension. For example, the region ( 0,0 ) represents the whole data space and after its partitioning, two subspaces $(0,1)$ and $(1,1)$ are obtained (see Figure 29a). In general, a grid region $r$ at level $l$ is partitioned into two uniquely numbered grid regions at level $l+1$. The left hand side region (or the lower region for partitioning performed on dimension Y ) uses the old number $r$, and the right hand side region has the number $r+2^{l-1}$. The pair ( $r, l$ ) forms a unique number for each grid region. New numbers can be easily obtained by extending the binary representation by one additional most significant bit. This representation enables non-regular partitioning and supports varying levels of granularity; an example is illustrated in Figure 29b. The order of these numbers provides a trace of z-ordering, and due to such fact that we review the technique in the current section.

In order to accurately reflect the clustering of points in a data space, the data space in the BANG file is allowed to contain concavities and hence it is not always rectangular. Suppose we initially have a data space $S$ defining a block region $R_{1}$. After some insertions, the data page of $R_{1}$ overflows, which requires the partitioning of the grid cell. Suppose such a grid region is partitioned into 4 sub-grid regions and one of them, say $R_{2}$, contains almost half of the data items. The data items have been partitioned into two groups: one in $R_{2}$ and the other in $R_{1}$. This results in $R_{2}$ being nested or enclosed within $R_{1}$. For efficient query processing, the actual space of $R_{1}$ has to be derived. In this case, it is $S-S_{2}$, where $S_{2}$ is defined by $R_{2}$. Figure 30 illustrates such an example. In general, each data space in the BANG file is defined by a set of block regions where one region encloses all other regions. The enclosed regions represent substractions from the enclosing region. The testing during searching can be very expensive when the the number of rectangles representing substractons is large. Further, covering regions formed by grids may also be much bigger than the minimum covering regions. These two issues will affect the performance of query efficiency.


Figure 30 A nested structure

## 5. Performance Analysis

### 5.1. Approaches to Performance Comparison

In order to determine a better structure between two given structures, benchmarking of indexes is necessary. Data sets and methods to measure the index performance must be determined. The following parameters on data distribution are likely to affect the performance of an index:
(1) The number of spatial objects per unit of space. The distribution of objects in space is irregular, resulting in some areas denser than the others. Objects often overlap in SDS, especially in GIS. However, we should note that certain objects cannot overlap at all, for example, lakes and rivers. The overlap of objects vary, often from 5 to 10 objects [Fra91]. Many indexes involve the process of partitioning of objects into two groups such that each can fit in a page, where each page has an associated data space. A good index should minimize the number of overlapping data spaces. Frank reported that the differences in density can be very substantial and may surpass 1:1000 [Fra81]. For such an overly densed space, indexes based on object duplication are the least ideal structures. Object bounding indexes incur multiple search paths. The proximity preserving mapping techniques will be most suitable, as by mapping non-zero sized objects into points, the space in the higher dimension is not as dense as the original space of lower dimension. However, a more effective distance preserving function is necessary.
(2) The size of objects: The sizes of objects are highly dependent on object type. Spatial descriptions of objects are typically extensive, ranging from a few hundred bytes in Land Information System applications to megabytes in natural resource applications [Ab93]. For example, the objects in VLSI and Land Information Systems are more regularly shaped, while the objects in GIS are much larger and irregularly shaped. Many basic spatial operations such as testing the intersection of two polygons are expensive. As a broad indication of the cost of operations, retrieving a polygon from a database of 50000 polygons using an intersection qualification costs in the region of 2 milliseconds on a SUN SPARC-10 machine.

(a) Region number assignment

| 2,3 | 6,3 |  |
| :--- | :--- | :--- |
| 0,2 |  | 1,1 |

(b) Non-regular partitioning

Figure 29 The BANG file numbering scheme

When we talk about object sizes, we should constrain ourselves to the application domain, and only consider the relative size. Further, objects in SDS such as GIS are stored in layers, and each layer is typically indexed individually. Large objects mean large covering space, which can result in a denser space. In distributions where there are many large objects, indexes based on object bounding and object duplication are highly affected.
(3) The Database Size: Many spatial databases of real-world interest are very large, with sizes ranging from tens of thousands to millions of objects. Nevertheless, as stated in [Fra91], the general rule of "constance of data volume" for an organization applies based on the fact that for smaller application areas, the data collected are more detailed. In a GIS, a billion objects is quite common. In [Goo90], Goodchild reports that a map sheet takes up about 25 mega bytes of memory space and about 300 Gbytes for a county like Los Angeles. With such a huge amount of data and so many indexes that we have, it is not practical to test the indexes on these data sets. A subset of the data, eg. a small area of a county, which is big enough to provide the indexes with reasonable heights is sufficient.
Different distributions can be obtained by varying the parameters. The parameters are inter-related and to see the effect of one over the others, we have to consider all combinations of parameter values. But during result analysis, we can only consider one varying parameter against the cost incurred.

### 5.2. Comparison Study

In this section, we briefly summarize various performance comparisons that have been conducted in the literature.

To evaluate the effectiveness of the extending methods, we constructed three different indexes which have the same base structure but use different extending methods. Kd-tree variants have been proposed separately in [BaK86], [MHN84] and [OMS87] using object mapping, object duplication and object bounding methods respectively. They are suitable for the evaluation of the effectiveness of the extending methods. In [Ooi90],

Another instance of skewedness is the location of the objects; certain areas are likely to be denser (more objects covering the same area) than others. Different data distributions that follow either one or both of the following skew conditions were used:
(1) The object sizes are skewed, with smaller objects occurring more frequently than larger objects.
(2) The locations of objects are skewed, i.e. the densities are skewed. This is very common in geographic information systems, where a large number of objects occupy certain neighborhoods and a small number of objects are scattered over a relatively
large area.
From the experimental results, the 4d-tree is the least efficient structure. Its nodes store less information than those of the skd-tree, which accounts for a smaller directory size. Intersection search is not supported efficiently because of its inability to prune the search space effectively. It was observed that:
(1) Small objects and low density favor the object duplication approach.
(2) Object bounding approach is in general more efficient and least affected by the type of distributions.
(3) Simple object mapping is the least effective approach.

In [FSR87], analysis of the behavior of the R -tree and $\mathrm{R}^{+}$-tree on representing onedimensional intervals of equal length was conducted by transforming the intervals into points in two dimensional space. The same approach was used in [KrS88] for the analysis of PLOP-hashing. Empirical analysis were also conducted in [BKS90, Gre89, KSS89, MHN84 OSM91, SeK90]. In [OSM91], we used the same approach in the previous subsection to compare the performance of the skd-tree and the R-tree. The results indicate that the skd-tree is a more efficient structure than the R-tree [Gut84] with nearly the same storage requirement. The containment search provided by the skd-tree is more efficient than its intersection search and is less sensitive to skewed data. Different distributions such as Gausian and Parcel were used in [BKS90] to generate data for experiments.

In [HoS92], Hoel and Samet conducted a qualitative comparison study on the performance of three spatial indexes, namely the $\mathrm{R}^{*}$-tree, the $\mathrm{R}^{+}$-tree, and the PMR quadtree [NeS86, NeS87], on large line segment databases. Tests were conducted on six maps of counties of Maryland, the United States, where each map contains approximately 50,000 line segments. Spatial testing on line segments was conducted. These queries include finding all lines incident at a given point, and at the other endpoint of the line segment of a given point, nearest line segments of a given point, the MBR of line segments that contains a given point and all line segments with a given rectangular window. In their implementation, the execution time of query retrieval is the prime objective, which is sometimes achieved at the expense of a little more expensive storage space. The difference in performance is not very great although, the PMR quadtree has a slight edge over the other two, and the $\mathrm{R}^{+}$-tree is slightly better than the $\mathrm{R}^{*}$-tree because of the disjoint decomposition of line segments. The $\mathrm{R}^{+}$-tree required considerably more space than the other two structures. However, the study did not result in claims of convincing superiority for any of the tested three indexes. This could be due to the use of line segments, which are much simpler than non-zero sized and irregularly shaped objects.

In [Ooi90], the efficiency of three extending methods was studied using a family of kd-trees, namely skd-trees [OMS87], Matsuyama kd-tree [MHN84], and the 4d-tree [BaK86]. Databases of 12000 objects were generated with different distribution of object sizes and object locations. The average data density used is 3 . However, for very skewed object placements, the data density of certain locations could be very high. The study shows that the Matsuyama kd-tree which adopts the non-overlapping native space indexing approach performs efficiently in terms of page accesses for small objects. As the object sizes become bigger, its performance degrades. The 4d-tree is $n$

In [PTS95], the topological relationships of meet, overlap, inside, covered-by, covers, contains, and disjoint between MBRs were studied. The efficiency of the R-tree, $\mathrm{R}_{+}$-tree, and $\mathrm{R}_{*}$-tree were then studied using three databases of 10,000 objects, with different sizes of MBRs, and 100 queries. For small MBRS (less than $0.02 \%$ of the map area) and medium MBRs (less than $0.1 \%$ of the map area), $\mathrm{R}_{*}$-trees and $\mathrm{R}_{+}$-trees outperform the R-tree, with the $\mathrm{R}_{+}$slightly more efficient than the $\mathrm{R}_{*}$-tree. However, for large MBRs (less than $0.5 \%$ of the map area), the $\mathrm{R}_{+}$becomes less efficent than the other two due to the additional level caused by duplications. As experienced in [Gre89, PTS95], the $\mathrm{R}_{+}$does not work for high data density.
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