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Abstract Data replication is a key technique for ensuring
data availability. Traditionally, researchers have focused on
the availability of individual objects, even though user-level
tasks (called operations) typically request multiple objects.
Our recent experimental study has shown that the assignment
of object replicas to machines results in subtle yet dramatic
effects on the availability of these operations, even though
the availability of individual objects remains the same. This
paper is the first to approach the assignment problem from a
theoretical perspective, and obtains a series of results regar-
ding assignments that provide the best and the worst availa-
bility for user-level operations. We use a range of techniques
to obtain our results, from standard combinatorial techniques
and hill climbing methods to Janson’s inequality (a strong
probabilistic tool). Some of the results demonstrate that even
quite simple versions of the assignment problem can have
surprising answers.
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1 Introduction

Masking failures is a key goal in distributed computing, and
data replication is a well-known and widely used technique
to ensure data availability in the presence of failures. Tra-
ditionally, researchers typically focus on the availability of
individual data objects (e.g., individual file blocks [4] or indi-
vidual variable-sized objects [7,13]). On the other hand, a
user-level task often needs to request multiple data objects;
we refer to this as a multi-object operation. For example, in
order to compile a project, all source files need to be available.
Similarly, a database query usually touches multiple database
objects. Our recent experimental study [24] shows that the
assignment of object replicas to machines has a subtle yet cri-
tical effect on the availability of such multi-object operations,
even though the availability of individual objects remains the
same.

A simple yet subtle example Consider the example in Fig. 1
with four objects: A, B, C, and D. Each object has exactly
two replicas.1 We have four identical machines to hold these
eight object replicas, and each machine holds exactly two
objects. Each machine may fail (crash) independently with
the same probability p, causing all its data to become unavai-
lable. An object is unavailable if and only if both its replicas
are unavailable. Clearly, there are many ways to assign the
object replicas to the machines. Figure 1 gives two possible
assignments.

Imagine that the four objects are source files of a project
and the user is trying to compile the project. Here, if any
source file is unavailable, the multi-object operation (i.e., the
compilation process) will fail. Which assignments in Fig. 1

1 The same assignment problem also arises [24] when using erasure
coding for the objects, but that is beyond the scope of this paper.
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Fig. 1 Two possible assignments of four objects, A, B, C, and D, to
four machines. Each box represents a machine

gives us a better probability that all four files are available
so that the operation succeeds? A calculation will show that
assignment α provides better availability than β.2

Assume now that, instead, the four objects are database
objects that have numerical values. Our multi-object opera-
tion intends to compute the average of the values. Suppose
we are willing to tolerate some error in the average, and the
operation is considered successful as long as we can retrieve
three or more objects. Under this assumption, assignment β

now provides better availability than α.3

There are several important observations from this
example. First, individual objects have the same availabi-
lity (i.e., 1 − p2) in α as in β. Also, the eight object replicas
occupy the same number of machines (i.e., four machines) in
α as in β, thus the difference does not result from “concentra-
ting” or “spreading” the objects. (For example, if we spread
the eight object replicas onto eight machines with one object
replica per machine, then it will be clear that the probability
of having all objects available will be lower than the proba-
bility in α.)

Second, all machines are completely identical, so for any
individual object, it does not matter to which two machines
the object is assigned. This clearly distinguishes the assi-
gnment problem from classic replica placement problems
[3,5,25]. The difference between α and β arises purely from
inter-object correlation: Because each machine has multiple
objects, object failures are correlated even when machine fai-
lures are independent. For example, A is fully correlated with
one object (i.e., B) in α, while A is partially correlated with
two objects (i.e., B and C) in β. However, because neither the
correlation in α nor the correlation in β is strictly stronger
than the other, comparing the two assignments is subtle and
no single numerical value can be used to summarize/rank
such correlations in the general case.

Practical importance The object assignment problem has
significant practical relevance, and applies to almost all repli-
cation systems. A long list of previous replication systems

2 The failure probabilities are FP(α) = p4 +4p3(1− p)+2p2(1− p)2

and FP(β) = p4 + 4p3(1 − p) + 4p2(1 − p)2.
3 The failure probabilities (i.e., the probabilities that fewer than three
objects are available) are FP(α) = p4 + 4p3(1 − p) + 2p2(1 − p)2

and FP(β) = p4 + 4p3(1 − p).

and protocols (such as CAN [15], CFS [4], Chord [20],
Coda [11], FARSITE [1], GFS [6], GHT [16], Glacier [7],
Pastry [18], R-CHash [10], and RIO [19]) use different object
assignments, which can yield dramatically different availa-
bility for multi-object operations. For example, it has been
shown [24] that under practical settings, the failure proba-
bility of the TPC benchmark [22] can vary by four orders
of magnitude under different assignments used in these pre-
vious systems. Thus, a thorough understanding of the subject
is critical to guide system design.

Previous results We recently first identified [24] the
availability effects of object assignments and inter-object cor-
relation on multi-object operations. This earlier work used
simulation to compare several specific assignments, inclu-
ding the PTN and RAND assignments. PTN is the assign-
ment where we partition the objects into sets and mirror each
set across multiple machines (as in assignment α in Fig. 1).
RAND is obtained by randomly assigning object replicas to
machines. The simulation results [24] show that: (1) pre-
viously proposed assignments can result in dramatically dif-
ferent availability; (2) if the multi-object operation cannot
tolerate any missing objects, then PTN and RAND provide
the best and the worst availability among the set of assi-
gnments simulated, respectively; and (3) in contrast, if the
multi-object operation can tolerate a sufficient number of
missing objects, then PTN and RAND provide the worst and
the best availability among the set of assignments simulated,
respectively. Our earlier work [24] further proposed designs
to approximate PTN and RAND for dynamic contexts, and
performed a thorough evaluation of their implementation on
the PlanetLab. We are not aware of any other previous work
on this topic.

Our results To the best of our knowledge, this paper is the
first to study this problem from a theoretical perspective.
Experimental methods as in [24] have the following funda-
mental limitations: given the exponential number of possible
assignments, it is infeasible to experiment with them all. Are
there better assignments that were overlooked? Also, expe-
rimental methods can cover only specific parameter values
(e.g., specific p values)—will the same conclusions hold
under other parameter values? The theoretical results in this
paper not only provide a deep understanding of the problem,
but also help to ultimately confirm what was observed expe-
rimentally.

Our goal in this paper is to find the best and the worst4

assignments, among all possible assignments, in terms of the

4 We are interested in the worst assignment as well because (i) previous
simulation results [24] suggest the best and the worst may flip when the
“tolerance” level of the operation changes, (ii) knowing the worst helps
guide us to avoid it, and (iii) it is also of theoretical interest.
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availability provided to multi-object operations. Achieving
our goal, however, is challenging for several reasons. First,
human intuition often fails here, even when the problem
appears quite simple on the surface. The example in Fig. 1
already gave us some flavor of this, and later in Sect. 7.2
we will show that the problem can become considerably
more intriguing. Second, natural approaches to solve the
problem (such as constrained optimization and hill- clim-
bing methods) do not work out well. To address these chal-
lenges, this paper leverages Janson’s inequality [2,8,9] to
obtain results for the most general cases. Combinatorial tech-
niques and hill climbing are then used to prove stronger
results under more restricted settings. Our final results are
clean and simple:

– Calculating the availability of an arbitrary given assign-
ment is #P-hard.

– If the multi-object operation cannot tolerate any missing
objects, then PTN and RAND provide the best and the
worst (within small constants) availability among all pos-
sible assignments, respectively.

– In contrast, if the multi-object operation can tolerate a
sufficient number of missing objects, thenPTN andRAND
provide the worst and the best (within small constants)
availability among all possible assignments, respectively.

– Under some restricted settings, we are able to construct
the best and worst assignments and remove all constants.

– It is impossible for any single assignment strategy to
achieve the best of both PTN and RAND.

2 Related work

On the surface, object assignment is related to the classic
replica placement problem. Replica placement has been
extensively studied for both performance and availability
targets. Replica placement research for availability [3,5,25]
typically considers the availability of individual objects rather
than multi-object operations. Such results cannot be easily
extended to our context because the two problems are fun-
damentally different: replica placement problems [3,5,25]
stem from the heterogeneity of machines (e.g., different fai-
lure probabilities). In contrast, because of inter-object corre-
lation, object assignment affects availability even when all
machines are identical (as shown in Fig. 1). Chain replica-
tion [17] investigates the availability of individual objects
where the system creates additional replicas to compensate
for lost data. Here, if the repair bandwidth is limited, different
placements will result in different repair times and thus dif-
ferent availabilities for individual objects. Such effects are
orthogonal to the inter-object correlation effect observed by
multi-object operations.

To improve availability, some file systems [1,14] try to
place related file blocks (or meta-data) on a small number
of machines instead of spreading them over a large number
of machines. The availability effect of such “concentration”
or “spreading” is orthogonal to the effect of inter-object cor-
relation in data replication, which is the focus of this paper.
However, if the data on the small number of machines are in
turn mirrored onto more machines, then the resulting assign-
ment will be similar as our PTN assignment.

3 Formal model and assumptions

There are N (numbered) data objects in the system, where
an object can be a file block, a file, a database tuple, a group
of database tuples, an image, etc. (see Table 1). Each object
has k identical replicas, and the object is considered avai-
lable as long as any of the k replicas is available. There are
s (numbered) machines in the system, each of which may
independently experience crash (benign) failures with pro-
bability p. This paper assumes p ≤ 0.5, because this is the
common case in practice. For the purpose of load balancing,
each machine holds the same number of l = k N/s objects.
To rule out trivial and uninteresting scenarios, we assume
that N > l ≥ k ≥ 2. If a machine fails, all l object replicas
on it become unavailable.

A multi-object operation (or operation in short) requests
(for reading and/or writing) a specific subset of n objects,
out of the N objects, in order to perform a certain user-
level task. In some application scenarios such as astrophy-
sical image databases [21], the number of objects requested
can reach thousands or more. If not all n objects requested by
the operation are available, the operation may or may not be
considered successful, depending on its tolerance for missing
objects. For example, most aggregation queries (e.g., “com-
pute the average brightness of all galaxies”) are likely to be
able to tolerate some limited fraction of missing objects. On
the other hand, a query of “check whether any of the images
in the database contains the face of a terrorist” would likely
require cheching all objects in the database, and thus cannot
tolerate any missing object. See our earlier work [24] for a
more detailed discussion on applications. This paper studies

Table 1 Notation used in this paper, where N > l ≥ k ≥ 2

N Number of objects in the system
k Number of replicas per object

l Number of objects on each machine

s Number of machines in the system (= Nk/ l)

p Failure probability of each machine

n Number of objects requested by an operation

t Number of objects needed for the operation to succeed (out of the
n objects)
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the threshold criteria: an operation is successful if and only
if at least t out of the n objects are available. Here t is a value
from 1 to n depending on application semantics.

An assignment is a one-to-k mapping from the N objects
to the s machines, where each object is assigned to k distinct
machines and each machine holds exactly l objects. Notice
that according to this definition, no machine can hold multiple
replicas of the same object. Assigning multiple replicas of the
same object to the same machine obviously waste resources.
Thus we do not consider those scenarios (it is also easy to
avoid in practice).

The PTN assignment is obtained by partitioning the N
objects into N/ l groups of size l, and then mirroring each
group onto k machines. Obviously, there are many ways to do
this partitioning, but they all result in the same availability
when n = N , because the operation needs any t available
objects to succeed. For n < N , we will refine the definition
for PTN in Sect. 8. The RAND assignment is an assignment
drawn uniformly randomly from all possible assignments.
Thus strictly speaking,RAND is a distribution of assignments.
Similarly, the definition for RAND will be refined later for
n < N .

For a given operation, we define the availability of an assi-
gnment α to be the probability that the operation is successful
under α. The complement of availability is called the failure
probability, denoted by FP(α). Our goal is to find α such
that FP(α) is either minimized or maximized. Doing so for
all t values in [1, n] is challenging, and this paper focuses on
cases where t takes the two extremes.

The next section explains the challenges. Section 5 through
Sect. 7 prove the best/worst assignment for the two extremal
t values when n = N . Section 8 explains why the results
for n = N easily extend to n < N . Finally, Sect. 9 genera-
lizes our basic model (described above) to scenarios where
different objects may have different number of replicas, and
then proves the best (within constants) assignment for t = n.

4 Challenges

To find the best/worst assignment, a brute force enumera-
tion of all assignments is obviously infeasible. Thus the first
natural attempt would be to cast the problem into a constrai-
ned optimization problem. To do this, we need a closed-form
expression for the failure probability FP(·) of any given assi-
gnment (the assignment itself, of course, also needs to be
expressed as constraints). Unfortunately, our first theorem
shows that even calculating FP(α) is difficult:

Theorem 1 Calculating FP(α) for an arbitrary α is #-P
hard. This is true even if every object has only two replicas.

Proof We reduce the #-P hard MONOTONE 2-SAT pro-
blem [23], to calculating FP(α). The MONOTONE 2-SAT

problem asks for the number of possible ways to satisfy a
monotone boolean formula in two-conjunctive normal form.
For a given instance of MONOTONE 2-SAT with n two-
conjunctive tuples, we consider each tuple as an object and
each literal in the problem as a machine. Each object has
exactly two replicas, assigned to the two literals in the tuple.
We add some dummy objects to the problem so that all
machines have the same load, so that the assignment is valid.
Let s denote the total number of literals (machines). A global
state describes exactly which of the s machines are available.
Clearly we have 2s possible global states. If we set p = 0.5,
then every global state occurs with the same probability of
0.5s . Now consider an operation that requests all the n objects
except the dummy objects, with t = n. One can see that the
operation is available under a global state if and only if that
global state satisfies the original boolean formula. Thus we
have 1 − FP(α) = 0.5s× (# of ways to satisfy the boolean
formula). ��

A second natural attempt to find the best/worst assignment
is to use hill-climbing methods. For example, we can hope
to adjust any given assignment step by step, where each step
always increases (or decreases if we want to find the worst)
the availability. Unfortunately, it is difficult to design these
steps in general. Later in some significantly simplified sce-
narios in Sect. 7.2, we will apply such an approach.

Instead of using constrained optimization or hill climbing,
in the following, we first leverage a strong probabilistic tool
to prove upper and lower bounds on FP(α). Then we show
that some specific assignments are small constants away from
the respective bounds.

5 Best and worst assignments for t = n = N

We start from the simple case of n = N . This is also per-
haps the most interesting case because when n = N , the
objects requested fully occupy all the machines (as in Fig. 1).
Thus there is no difference resulting from “concentrating” or
“spreading” the objects, and inter-object correlation is the
sole cause of the availability difference. This section consi-
ders the largest t , i.e., when t = n.

5.1 Upper and lower bounds

We derive the upper and lower bounds using a probabilis-
tic tool called Janson’s inequality [2,8,9].5 Janson’s inequa-
lity is mainly used to study the property of random graphs,
and it provides a tail approximation for the sum of a set of
dependent Bernoulli random variables. We briefly describe
Janson’s inequality for completeness.

5 Not to be confused with the well-known Jensen’s inequality.
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Let Jz , 1 ≤ z ≤ s, be independent indicator random
variables denoting the failure of machine z in our context. In
other words, Jz is 1 if machine z fails. For 1 ≤ i ≤ n, let Ii =∏

z∈Qi
Jz , where Qi are arbitrary subsets of {1, 2, . . . , s}. In

our context, Qi is the set of machines holding object i , and
Ii indicates the loss of object i . We write i �∼ j if i �= j and
Qi ∩ Q j �= ∅. Define:

µ =
n∑

i=1

Pr [Ii ]

� =
∑

(i, j):i �∼ j

Pr [Ii ∧ I j ]

Notice that the sum in � is done over ordered pairs of i and
j and the sum over unordered pairs would be �/2.

Theorem 2 Janson’s inequality [2,8,9]

Pr [I1 = I2 = · · · = In = 0] ≥
n∏

i=1

Pr [Ii = 0] (1)

Pr [I1 = I2 = · · · = In = 0] ≤ e−µ2/(�+µ) (2)

Obviously, when t = n, we have FP(α) = 1 − Pr [I1 =
I2 = · · · = In = 0]. An upper bound for FP(α) will then
immediately follow from Inequality (1). We will use Inequa-
lity (2) to obtain the lower bound. For any assignment α, the
term µ is always npk . So to obtain a lower bound on FP(α),
all we need is to upper bound �. The term � can be written
as

∑n
i=1(

∑
j : j �∼i Pr [Ii ∧ I j ]). Now consider a given object

i as in Fig. 2, whose k replicas reside on k machines. Each
machine holds l −1 additional objects, and these k machines
have a total of k(l −1) empty slots for other objects. If j �∼ i ,
j must occupy x of these slots where 1 ≤ x ≤ k. For such
j , we trivially have Pr [Ii ∧ I j ] = p2k−x .

There are many different ways of “filling up” the k(l − 1)

slots. One extreme is to use l − 1 objects, where each object
takes k slots. The other extreme is to use k(l − 1) objects,
where each object takes 1 slot. In the first extreme, the total
number of terms in the summation of

∑
j : j �∼i Pr [Ii ∧ I j ] is

minimized (l −1 terms), but each individual term is maximi-
zed (each is pk). In the second extreme, the total number of
terms is maximized (k(l −1)), while each term is minimized
(p2k−1). Because p ≤ 0.5, however, one would suspect that
the term p2k−x quickly decreases as x decreases. Thus, the

object i

object i

k

l

object j

object jobject i

Fig. 2 Illustrating the � term in Janson’s inequality, for k = 3 and
l = 4. Each row is a machine

number of terms becomes less important, and the magnitude
of individual terms dominates. In other words, intuitively, the
first extreme above will likely maximize �, while the second
extreme will likely minimize it.

It is interesting to note that the first extreme above exactly
corresponds to the PTN assignment,6 while the second
extreme is closer to the RAND assignment. In other words,
the � term actually gives us an intuition of why, when t =
n = N , PTN is the best while RAND is the worst (within
constants).

Lemma 1 For 1 ≤ x1, x2 ≤ z, we have:

– If p ≤ 0.5, then p−x1 + p−x2 ≤ p−(x1+x2).
– If x1 + x2 ≥ z +1, then p−x1 + p−x2 ≤ p−z + p−x1−x2+z

Proof

– Without loss of generality, assume x1 ≤ x2. Let q =
1/p ≥ 2. We have qx1−x2 ≤ 1 ⇒ qx1−x2 + 1 ≤ 2 ≤
qx1 ⇒ qx1 + qx2 ≤ qx1+x2 .

– Let d = x1 + x2 and define f (x) = p−x + p−(d−x) for
d −z ≤ x ≤ z. We only need to prove that f (x1) ≤ f (z).
We have f ′(x) = (ln p)(px−d − p−x ) and f ′′(x) =
(ln p)2(p−x + px−d) > 0. Thus the maximum of f (x)

must occur at the boundary. On the other hand, f (d−z) =
f (z) = p−z + p−(d−z). So we have f (x1) ≤ f (z). ��

Lemma 2 Consider 1 ≤ x1, x2, . . . , xu ≤ z where
∑u

i=1

xi = y. We have p2k−x1 + p2k−x2 +· · ·+ p2k−xu ≤  y
z �p2k−z

when p ≤ 0.5.

Proof It suffices to show that p−x1 + p−x2 + · · · + p−xu ≤
 y

z �p−z . We combine the terms on the left-hand side step by
step. If xi + x j ≤ z, we combine the two terms of p−xi and
p−x j into one term p−xi −x j . Otherwise we convert the two
terms to p−z + p−x1−x2+z . From Lemma 1, we know that
the summation is never decreased at any of these steps. Thus
p−x1 + p−x2 + · · · + p−xu ≤  y

z �p−z . ��
Theorem 3 When t = n = N, for any assignment α, we
have:
FP(α) ≤ 1 − (1 − pk)n (3)

FP(α) ≥ 1 − e−(n/l)pk
(4)

Proof From Inequality (1), we trivially have 1 − FP(α) ≥
(1 − pk)n . To obtain the lower bound, consider a particular
object i . Suppose there are altogether u j’s such that j �∼ i .
For each such j , we define x = |Qi ∩ Q j |. Let these u

6 This, of course, does not necessarily mean that PTN is optimal. All
it says is that the failure probability of PTN is lower bounded by the
lowest lower bound among all assignments.
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x’s be x1, x2, . . . , xu . Clearly 1 ≤ x1, x2, . . . , xu ≤ k and let
y = x1 +x2 +· · ·+xu ≤ (l −1)k (Fig. 2). For the given i , we
have

∑
j : j �∼i Pr [Ii ∧ I j ] = p2k−x1 + p2k−x2 +· · ·+ p2k−xu .

Lemma 2 shows that this summation is upper bounded by
 y

k �pk ≤ (l − 1)pk . When we consider all possible i’s, we
have:

� =
∑

(i, j):i �∼ j

Pr [Ii ∧ I j ] ≤ n(l − 1)pk

Finally, from Inequality (2) and with µ = npk , we have:

1 − FP(α) ≤ e−µ2/(�+µ) ≤ e−(n/ l)pk

��
5.2 Approaching upper and lower bounds

To show that PTN is near the lower bound, we trivially have
FP(PTN) = 1 − (1 − pk)n/ l , which is not far from the lower
bound of 1 − e−(n/ l)pk

:

Theorem 4 When t = n = N, for any assignment α and
any constant ε > 0:

1. FP(PTN) < 1.14FP(α).
2. When either p is sufficiently small or when n is suffi-

ciently large,7 FP(PTN) < (1 + ε)FP(α).

Proof Theorem 3 tells us that FP(α) ≥ 1 − e−(n/ l)pk
. Let

x = n/ l where x ≥ 1, y = pk where 0 < y ≤ 0.52 = 0.25,
and f (x, y) = (1 − (1 − y)x )/(1 − e−xy). It can be shown
that for any constant y, f (x, y) is a monotonically decrea-
sing function of x . Next define g(y) = f (1, y). We can
show that g(y)′ ≥ 0 for any y. Thus f (1, y) is a monoto-
nically increasing function of y, and we have f (x, y) ≤
f (1, y) ≤ f (1, 0.25) < 1.14. Furthermore, y → 0 as
p → 0, x → ∞ as n → ∞, limy→0 f (x, y) → 1, and
limx→∞ f (x, y) → 1. ��

Different from performance measures, because FP(α) is
usually a close-to-zero value in practice, having a multipli-
cative constant is more desirable than an additive constant.

Next we intend to show that RAND is close to the worst.
Remember that RAND is actually a distribution of assign-
ments. Given the #-P hardness of calculating failure probabi-
lity, it is unlikely that we can enumerate the failure probability
of all assignments in the distribution. Instead, we use Janson’s
inequality to approximate the failure probability of the assi-
gnments in the distribution. By carefully upper bounding �,

7 The assignment problem requires that s = Nk/ l = nk/ l and n is
not a “free” variable. In this paper, whenever we consider “sufficiently
large” n, we make the natural assumption that k and l are fixed, while s
changes with n as s = nk/ l. This follows the practical meaning of the
problem: Namely, when the number of objects increases, we will use
more machines to hold them.

we can show that with high probability, an assignment drawn
according to the distribution is close to the worst.

Recall from Fig. 2 and the intuition in Theorem 3 that
bounding � is all about bounding the summation

∑
j : j �∼i

Pr [Ii ∧ I j ] for any given i . Earlier we explained that, for
p ≤ 0.5, the magnitude of individual terms in the summation
for i is more important than the number of terms. For an object
j that occupies x of the k(l −1) slots in Fig. 2, Pr [Ii ∧ I j ] =
p2k−x , which can vary between p2k−1 to pk . We will show
that in RAND, with high probability, any j will occupy at
most roughly k/2 slots. This is easy to imagine since with
k(l −1) object replicas, it is unlikely that we end up with too
many replicas from the same object. On the other hand, this
will upper bound Pr [Ii ∧ I j ] within roughly p1.5k , which is
sufficient to prove the result.

Theorem 5 When t = n = N, k ≥ 3, and 2lp�k/2� ≤ 1, for
any assignment α and any constant ε > 0, with probability
of at least 1 − O(1/n):

1. FP(RAND) > 0.46FP(α).
2. When either p is sufficiently small or n is sufficiently

large, FP(RAND) > (1 − ε)FP(α).

Proof We know that for any assignment µ = npk . Let

q = n
k∑

i=k/2�+1

(kl/n)i

Notice that when k ≥3, q = O(n·(1/n)k/2�+1) = O(1/n2).
We will show that for RAND:

Pr [� > 2nlpk+�k/2�] ≤ nq = O(1/n)

To study the distribution of�, consider a particular object and
its corresponding indicator variable Ii as in Janson’s inequa-
lity. As in the proof of Theorem 3, imagine that there are
altogether u j’s such that j �∼ i and for each such j , we
define x = |Qi ∩ Q j |. Let these u x’s be x1, x2, …, xu . We
have 1 ≤ x1, x2, . . . , xu ≤ k and x1+x2+· · ·+xu = (l−1)k.
Let z = max(x1, x2, . . . , xu) ≤ k. For the given i , Lemma 2
tells us:
∑

j �∼i

Pr [Ii ∧ I j ] = p2k−x1 + p2k−x2 + · · · + p2k−xu

≤  (l − 1)k

z
�p2k−z

≤ kl

z
· p2k−z

Define h(z) = kl
z · p2k−z and we have

∑
j �∼i Pr [Ii ∧ I j ] ≤

h(z).
On the other hand, the definition of z is exactly the same

as in Lemma 7 (in the Appendix), which tells us:

Pr [z > k/2�] = Pr [z ≥ k/2� + 1] ≤ q
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Because p ≤ 0.5, one can show that h(1) ≤ h(2) < h(3) <

h(4) < . . .. This means that if
∑

j �∼i Pr [Ii ∧ I j ] > h(k/2�),
we must have h(z) > h(k/2�) and z > k/2� (since k/2�
≥ 2). Thus for given i :

q ≥ Pr [z ≥ k/2� + 1] = Pr [z > k/2�]
≥ Pr [

∑

j �∼i

Pr [Ii ∧ I j ] >
kl

k/2� · p2k−k/2�]

≥ Pr [
∑

j �∼i

Pr [Ii ∧ I j ] > 2lpk+�k/2�]

When considering all possible i’s, we have:

Pr [� > 2nlpk+�k/2�] ≤ nq = O(1/n)

Thus Inequality (2) tells us that with at least 1 − O(1/n)

probability:

FP(RAND) ≥ 1 − e(−n2 p2k )/(npk+2nlpk+�k/2�)

= 1 − e−npk/(1+2lp�k/2�) ≥ 1 − e−0.5npk

From Theorem 3, we know that FP(α) ≤ 1 − (1 − pk)n . Let
x = n where 1 ≤ x , y = pk where 0 < y ≤ 0.52 = 0.25,
and f (x, y) = (1−e−0.5xy)/(1− (1− y)x ). It can be shown
that for any constant y, f (x, y) is a monotonically increa-
sing function of x . Next define g(y) = f (1, y). One can
show that g′(y) ≤ 0 for any y. Thus f (1, y) is a mono-
tonically decreasing function of y, and we have f (x, y) ≥
f (1, y) ≥ f (1, 0.25) > 0.46. Furthermore, we also have
limx→∞ f (x, y) → 1 and limy→0 f (x, y) → 1. ��

We construct a customized proof for k = 2:

Theorem 6 When t = n = N, k = 2, and 4lp ≤ 1, for any
assignment α and any constant ε > 0, with probability of at
least 1 − O(1/n):

1. FP(RAND) > 0.46FP(α).
2. When either p is sufficiently small or n is sufficiently

large, FP(RAND) > (1 − ε)FP(α).

Proof We know that for any assignment µ = np2. To study
the distribution of �, consider a particular object and its cor-
responding indicator variable Ii as in Janson’s inequality. As
in the proof of Theorem 3, imagine that there are altoge-
ther u j’s such that j �∼ i and for each such j , we define
x = |Qi ∩ Q j |. Let these u x’s be x1, x2, …, xu . We have
1 ≤ x1, x2, . . . , xu ≤ 2 and x1 + x2 + · · · + xu = 2(l − 1).
By definition, we have:
∑

j �∼i

Pr [Ii ∧ I j ] = p2k−x1 + p2k−x2 + · · · + p2k−xu

Different from the proof of Theorem 5, here it is not suffi-
cient to simply reason about the (small) probability of having
a large x j in the sequence. Rather, we need to be more precise

and reason about the number of large x j ’s. Fortunately, k = 2
simplifies such reasoning. For the given i , let yi be the num-
ber of x j ’s that are 2. Lemma 6 (in the Appendix) tells us that
the expectation of yi is smaller than n ·(k2/s)2 = 4l2/n. Now
consider all yi ’s for 1 ≤ i ≤ n and define y = ∑n

i=1 yi . We
have E[y] < 4l2. Applying a Markov inequality will show
that Pr [y ≥ 0.5n] ≤ 8l2/n = O(1/n).

When k = 2, � is a summation of terms in the form of
p4−x j where x j is either 1 or 2. In other words, the terms
appearing in the summation are either p2 or p3. The sum of
all x j ’s, across all j and all i , is exactly 2(l − 1)n. Thus the
total number of p3 terms in the summation is at most 2nl.
The number of p2 terms is exactly y. Thus with 1 − O(1/n)

probability, we have:

� ≤ 2nl · p3 + 0.5n · p2,

and also:

FP(RAND) ≥ 1 − e(−n2 p4)/(np2+2nlp3+0.5np2)

= 1 − e−np2/(1.5+2lp) ≥ 1 − e−0.5np2

The rest of the proof is the same as the second half of the
proof for Theorem 5. ��

Discussion on inter-object correlation in PTN and RAND We
have shown thatPTN andRAND are the best and worst assign-
ments (within constants and under the conditions in the theo-
rems). For t = n, if the n objects were all independent, then
the success probability of the operation would be (1 − pk)n .
Inter-object correlation helps us to improve such probability:
Conditioned upon one object being available, other objects
that reside on the same machines as that object will have an
availability larger than (1 − pk). However, notice that the
availability of RAND approaches (1− pk)n , meaning that the
inter-object correlation in RAND is weak and the availabi-
lity is almost as if the n objects were independent. On the
other hand, PTN has a strong correlation and the availability
(1 − pk)n/ l is as if we only had n/ l independent objects.
When pk is small, the difference between FP(RAND) and
FP(PTN) is about a factor of l.

Because randomly assigning objects seems to be a good
way to minimize the correlation among objects, it may appear
obvious that RAND should be close to the worst. But such
intuition overlooks the subtlety in defining a single quan-
titative measure for inter-object correlation. For example,
for t = n, Janson’s inequality uses a single quantity � to
“summarize” inter-object correlation. We indeed showed that
RAND tends to give us a small � for p ≤ 0.5, which led to
Theorem 5. On the other hand, when p → 1, each term in
the summation of � = ∑

(i, j):i �∼ j Pr [Ii ∧ I j ] approaches 1.
As a result, because RAND tends to maximize the number of
terms in the summation, RANDwill actually give us a large �

(much larger than the � inPTN) when p → 1. This, however,
does not mean that the correlation in RAND becomes larger
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now, since obviously the correlation level is an inherent pro-
perty of the assignment and should not depend on p. Thus
the only explanation is that � now fails to accurately capture
such correlation.

6 Best and worst assignments for t = l + 1 < n = N

Having discussed the largest t in the previous section, we
now turn to the smallest t in this section. When t ∈ [1, l]
the assignment problem reduces to a trivial one, because all
assignments have the same availability. Thus the smallest t
we consider is l + 1.

We first use basic combinatorial arguments to prove that
PTN is the worst assignment when t = l +1. The intuition is
that we need one machine to be available to give us l objects,
and some other machines to be available such that at least
one of these machines provides at least one other object.
This does not happen only when all the available machines
have exactly the same set of objects. A counting argument
will show that the number of such scenarios is maximized
under PTN.

To formalize such arguments, we introduce some defini-
tions that are used only in this section. A configuration G is
the subset of the available machines out of the s machines. A
configuration is unavailable (under a given assignment) if the
number of available objects in that configuration is smaller
than t .

Theorem 7 When t = l + 1 < n = N, FP(PTN) ≥ FP(α)

for any assignment α.

Proof For a given assignment and any 1 ≤ i ≤ s and 1 ≤
v ≤ s, we define Ui,v to be:

{G|i ∈ G, |G| = v, and G is an unavailable configuration}
The failure probability of the assignment is then:

ps +
s∑

v=1

s∑

i=1

[|Ui,v|/v × (1 − p)v ps−v]

In the expression, the term |Ui,v|/v is the total number of size
v configurations that are unavailable (each such configuration
appears in v different Ui,v’s).

To prove FP(PTN) ≥ FP(α), it suffices to show that for
any i and v, |Ui,v| is maximized under PTN. In any confi-
guration G ∈ Ui,v , machine i must be available. Thus at
least l objects are already available. As G is not available
under the threshold of l + 1, all other machines in G must
hold exactly the same set of objects as machine i . With each
object having k replicas, we can have at most k − 1 such
machines. Thus |Ui,v| ≤ (k−1

v−1

)
for 1 ≤ v ≤ k and |Ui,v| = 0

for k + 1 ≤ v ≤ s. On the other hand, in PTN, we have
exactly |Ui,v| = (k−1

v−1

)
for 1 ≤ v ≤ k. Thus |Ui,v| is maxi-

mized under PTN. ��

Next we want to find the best assignment for t = l+1. This
is not difficult, because all we need is that no two machines
hold exactly the same set of objects. It is simple to construct
such an assignment using a sliding-window approach. We
number all objects from 1 to n and place them sequentially
on a ring. Imagine that there is a window of size l. The first
machine holds object 1 through object l. Then we slide the
“window” to the right by l/k, and have the second machine
hold object (l/k + 1) through (l/k + l). Similarly, the third
machine will hold object (2l/k + 1) through (2l/k + l), and
so on.

In the following, however, we intend to derive a more inter-
esting result—we will prove that RAND is close to optimal
when t = l+1. This means that just randomly picking an assi-
gnment can be almost as good as carefully constructing one.
The intuition is simple: if we randomly assign object repli-
cas, then it is unlikely that two machines will have exactly
the same set of objects.

Theorem 8 When t = l + 1 < n = N, for any assignment
α and any positive constant ε, we have E[FP(RAND)] ≤
(1 + ε)FP(α) when n is sufficiently large.

Proof For any assignment, if less than two machines are
available, there must be less than l + 1 objects. Thus when
t = l + 1, for any assignment α, we have the trivial lower
bound of FP(α) ≥ ps + s(1 − p)ps−1.

For RAND, we define random variable Ui to be the set of
unavailable configurations whose size is i . From the linearity
of expectation, we have E[FP(RAND)] as:

ps + s(1 − p)ps−1 +
k∑

i=2

E[|Ui |](1 − p)i ps−i

It is important to notice that s is not a constant and when
n → ∞, we also have s = nk/ l → ∞. Thus the lower bound
of ps + s(1 − p)ps−1 will approach zero when n → ∞. To
prove the theorem, showing E[|Ui |] → 0 is not sufficient—
we need to prove that it approaches zero at a faster rate than
the lower bound, as following.

Let Ci to be the set of all configurations whose size is
i , and we have |Ci | = (s

i

)
. Notice that Ci is not a random

variable. Define indicator random variable xi, j , where xi, j =
1 if and only if the j th configuration in Ci belongs to Ui .
Obviously, we have E[|Ui |] = E[∑ j xi, j ] = (s

i

)
E[xi,1] ≤

si E[xi,1]. Notice that E[xi,1] is the probability of having
exactly l distinct objects on a given set of i machines in
RAND. Thus E[xi,1] decreases with i and we have E[|Ui |] ≤
sk E[x2,1].

Determining the probability (i.e., E[x2,1]) of having
exactly l distinct objects on a given set of two machines is
actually not trivial because a machine is not allowed to hold
multiple replicas of the same object. As a result, the num-
ber of ways to assign object replicas to the remaining n − 2
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machines is dependent on how we assign the object replicas
to the 2 machines. Lemma 8 in the Appendix proves that
E[x2,1] < (l/n)l ≤ (l/n)k . Thus, we have E[FP(RAND)]
as:

ps + s(1 − p)ps−1 +
k∑

i=2

E[|Ui |](1 − p)i ps−i

< ps + s(1 − p)ps−1 + k · sk · (l/n)k · (1 − p) · ps−k

≤ ps + s(1 − p)ps−1 + s(1 − p)ps−1 ·
(

1

pk−1 · kkl

n

)

≤ (1 + ε)FP(α) when n sufficiently large.

��
Corollary 1 For any assignment α and any positive
constants ε and δ, when t = l + 1 < n = N and n is
sufficiently large, Pr [FP(RAND) ≥ (1 + ε)FP(α)] ≤ δ.

Proof To prove this corollary, we need to translate the expec-
tation guarantee from Theorem 8 to a high probability gua-
rantee. We will apply a Markov inequality, in a careful way.
Let β be the assignment with the smallest failure probability.
Obviously such β exists, since there are only finite number
of possible assignments. By definition of β, we always have
FP(RAND)/FP(β) ≥ 1.

To prove the corollary, we only need to show that
Pr [(FP(RAND)/FP(β)) ≥ (1 + ε)] ≤ δ. We prove by
contradiction and assume that Pr [(FP(RAND)/FP(β)) ≥
(1 + ε)] > δ. This means that E[FP(RAND)/FP(β)] >

1 · (1 − δ) + (1 + ε) · δ = 1 + εδ. On the other hand,
Theorem 8 tells us that E[FP(RAND)] ≤ (1 + εδ)FP(β)

when n is sufficiently large. Contradiction. ��

7 A deeper look

7.1 Impossibility of remaining optimal across all values of t

Our results so far show that when t decreases from n to l +1,
the best assignment (PTN) becomes the worst, while the worst
assignment (RAND) becomes the best. Ideally, we would pre-
fer an assignment that is optimal for all t values. However,
the following shows that no such assignment exists.

Our proof is based on the area bounded by the availability
curve (Fig. 3) for any assignment, where the x-axis is t and
the y-axis is the availability of the given assignment. We will
prove that the area is a constant independent of the assign-
ment. If we want to raise one part of the curve, some other part
must necessarily drop to keep the area constant. It is impos-
sible for a single assignment to be optimal under all t values
because otherwise the area will no longer remain constant.
Also because the difference betweenPTN andRAND is usually
large, it is not even possible for a single assignment to be near
to the optimal under all t value.

1
+ q

2
+ + q

n
.  .  .

−
q

1 n

availability of the assignment

t

q
n

Fig. 3 Illustrating the area bounded by the availability curve. The curve
is actually a step function, so the area bounded by the curve exactly
equals the sum of the rectangular areas

Specifically, for any assignment, let qi be the probability
that exactly i objects are available, for 0 ≤ i ≤ n. The area
bounded by the availability curve is:

(q1 + · · · + qn) + (q2 + · · · + qn) + · · · + (qn) =
n∑

i=1

iqi

On the other hand, the summation
∑n

i=1 iqi is exactly the
expected number of available objects in the system. In any
assignment, each object is available with probability 1 − pk .
Linearity of expectation tells us that

∑n
i=1 iqi = n(1 − pk),

which is independent of the assignment.

7.2 Removing constant factors when t = n = N
and k = l = 2

For t = l+1, we have already obtained the best and the worst
assignments without any constant factor. While for t = n,
the best and the worst assignments are within constant fac-
tors (Theorems 4 and 5). In particular, the worst “assign-
ment” RAND is actually a distribution, which does not shed
much light onto the structure of the worst assignment. Thus
this section aims to find the best/worst assignment (without
constants) for t = n, under some significantly restricted sce-
narios.

The scenarios we consider are when every object has two
replicas and each machine holds two objects (as in Fig. 1).
We will see that even under such significantly restricted and
perhaps impractical parameters, the problem is still far from
trivial. To simplify discussion, the rest of this section assumes
that n|2 and n|3.

When k = l = 2, any assignment can be uniquely repre-
sented as a set of rings (Fig. 4). Each ring edge represents
an object, and each ring node corresponds to a machine hol-
ding the two adjacent edges (objects). The size of a ring can
range from 2 to n. Obviously, if two adjacent nodes on any
ring fail, then we lose an object and the assignment becomes
unavailable under t = n. Notice that because all objects are
equivalent, it is not important which object corresponds to
which ring edge—only the ring sizes matter. Define f (x)

to be the probability of not having any two adjacent nodes
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example assignment

C D

E
corresponding set of rings

A B A B

C D D E

C E

A B

Fig. 4 When k = l = 2, each assignment can be uniquely represented
as a set of rings. Each box represents a machine

failing on a ring of size x for 2 ≤ x ≤ n. If assignment α

corresponds to rings of size x, y, z, . . ., then:

FP(α) = 1 − f (x) f (y) f (z) . . .

To find the best (worst) assignment, we use hill-climbing
and adjust an assignment repeatedly so that at each step FP(·)
is decreased (increased). For any assignment, the sum of the
sizes of all rings is always n. To keep this invariant, an adjust-
ment step can either split a big ring of size x + y into two
smaller ones of size x and y, or merge two smaller rings of
size x and y into one big ring of size x + y. Any assignment
can be transformed into any other assignment via a sequence
of these adjustment steps. The crux is to understand how
availability changes in these steps, or more precisely, which
of f (x) f (y) and f (x + y) is larger. Interestingly, the com-
parison outcome is uniquely determined by the parity of the
smaller of x and y:

Lemma 3

f (x) = zx
1 + zx

2 , where: q = √
(3p + 1)(1 − p),

z1 = (1 − p + q)/2, z2 = (1 − p − q)/2

We also have z1 > 0, z2 < 0, and 0 < |z2| < |z1| < 1.

Proof Consider a string of n nodes (i.e., a broken ring).
Define g(x) to be the probability of not having any two adja-
cent nodes failing on a string of size x for x ≥ 1. Define
g(0) = 1. One can show the following linear recurrence for
x ≥ 2:

g(x) = (1 − p)g(x − 1) + p(1 − p)g(x − 2) (5)

Using standard techniques to solve the recurrence, we have
for x ≥ 0:

g(x) = azx
1 + bzx

2 , where:

a = (q + 1 + p)/(2q), b = (q − 1 − p)/(2q),

z1, z2 and q are as defined in the lemma.

For x ≥ 3, we have:

f (x) = (1 − p)2g(x − 2) + 2p(1 − p)2g(x − 3) (6)

One can easily verify that f (x) = zx
1 + zx

2 satisfies the above
equation. It is trivial to show that f (2) = z2

1 + z2
2. ��

Lemma 4 Let x and y be integers where x ≥ y ≥ 2:

– f (x) f (y) > f (x + y) if y is even.
– f (x + y) > f (x) f (y) if y is odd.

Proof

f (x) f (y) − f (x + y)

= (zx
1 + zx

2)(zy
1 + zy

2) − (zx+y
1 + zx+y

2 )

= zx
1 zy

2 + zy
1 zx

2 = zy
1 zy

2(zx−y
1 + zx−y

2 )

Because (x − y) ≥ 0, z1 > 0, and |z1| > |z2|, the term
(zx−y

1 + zx−y
2 ) is positive. Thus the sign of the above expres-

sion must be the same as the sign of zy
2 . ��

We are now ready to prove the two main theorems of this
section, which say that n/2 size-2 rings are the best while
n/3 size-3 rings are the worst. This is somewhat surprising
because it is tempting to conjecture that a single ring of size
n is the worst.

Theorem 9 When t = n = N and k = l = 2, the assi-
gnment corresponding to n/3 size-3 rings has the highest
failure probability.

Proof Consider the set of rings corresponding to any given
assignment α. We want to adjust the rings to ultimately obtain
n/3 size-3 rings. To always decrease availability in the adjust-
ment steps, Lemma 4 allows two kinds of adjustments:

– Merge two rings of size x and y into one ring of size
(x + y) where x ≥ y and y is even.

– Split a ring of size (x + y) into two rings of size x and y
where x ≥ y and y is odd.

Now we adjust the set of rings corresponding to assign-
ment α. First, for any odd size ring whose size is at least 7,
we split it into two smaller rings where one of them is of
size 3. We will end up with three kinds of rings: size-3 rings,
size-5 rings, and even size rings. We merge all even size rings
into a single big one, and then keep ripping size-3 rings out
of the big ring until the size of the big ring is either 3, 4,
or 5. If we do have a size-4 ring, then there must be at least
one size-5 ring (since n|3). We merge the size-4 ring and the
size-5 ring into a size-9 ring. This ring can then be split into 3
size-3 rings. Now we have only size-3 rings and size-5 rings.
One can easily show that f 3(5) > f 5(3), which enables us
to adjust all size-5 rings into size-3 rings. At this point, we
obtain n/3 size-3 rings. ��

Note that the ring structure of RAND significantly differs
from n/3 size-3 rings. For k = l = 2, RAND can be roughly
viewed as selecting a random permutation of 1 . . . n. In a
random permutation, the expected number of cycles of size
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m ≤ n is 1/m and the average cycle size is �(n/ log n) [12].
Such structure is obviously quite different from n/3 size-3
rings.

Theorem 10 When t = n = N and k = l = 2, the assign-
ment corresponding to n/2 size-2 rings (i.e., the PTN assi-
gnment) has the lowest failure probability.

Proof To always increase availability in the adjustment,
Lemma 4 allows two kinds of adjustments:

– Merge two rings of size x and y into one ring of size
(x + y) where x ≥ y and y is odd.

– Split a ring of size (x + y) into two rings of size x and y
where x ≥ y and y is even.

Now we adjust the set of rings corresponding to assign-
ment α. We first break all even size rings whose size is at
least 4 into size-2 rings. For all odd size rings whose size
is at least 5, we keep ripping out size-2 rings until all odd
size rings become size 3. We now have only size-2 rings and
size-3 rings. We merge all rings of size 3 into one big ring,
and then split the big ring into size-2 rings. ��

As we mentioned, it was tempting to conjecture that a
single size-n ring has the worst availability. Given that is not
true, what availability does a single size-n ring provide? Is it
close to the best or close to the worst? What about rings of
other sizes? To shed light onto these question, we consider
assignments that correspond to rings of homogeneous sizes
(i.e., (n/x).8 rings of size x) We will prove that:

– If x is odd, then the larger x is, the better the availability.
For example, three rings of size 25 is better than five rings
of size 15.

– If x is even, then the larger x is, the worse the availability.
For example, four rings of size 12 is worse than six rings
of size 8.

– If x is even and y is odd, then (n/x) size-x rings is always
better than (n/y) size-y rings.

Figure 5 illustrates these results, whereas we increase x , the
availability oscillates with a decreasing oscillation magni-
tude. Notice that these results, however, do not necessarily
imply Theorems 9 and 10, which also apply to rings of hete-
rogeneous sizes.

Theorem 11

– For any odd integers x and y where x > y ≥ 3, we have
( f (x))n/x > ( f (y))n/y .

8 To simplify discussion, wherever we use the notation n/x below, we
assume n|x .

availability

x2    3 4    5 6 7 8

Fig. 5 Illustrating the availability of the assignment corresponding to
n/x rings of size x

– For any even integers x and y where x > y ≥ 2, we have
( f (x))n/x < ( f (y))n/y .

– For any even integer x ≥ 2 and any odd integer y ≥ 3,
we have ( f (x))n/x > ( f (y))n/y .

Proof For the first case, define z3 = −z2 > 0. We have from
Lemma 3 that f (x) = zx

1 − zx
3 and f (y) = zy

1 − zy
3 :

( f (x))n/x > ( f (y))n/y ⇔ (zx
1 − zx

3)y > (zy
1 − zy

3)x

⇔ (1 − (z3/z1)
x )y > (1 − (z3/z1)

y)x

On the other hand, because 0 < z3/z1 < 1, we have
(1 − (z3/z1)

x )y > (1 − (z3/z1)
x )x > (1 − (z3/z1)

y)x . The
other two cases are similar. ��

8 Extending the previous results to n < N

So far we have considered only n = N . When n < N , the nk
replicas of the n requested objects may not be evenly distribu-
ted among the s machines. Each machine may hold any num-
ber (ranging from 0 to l) of the replicas for these n objects.
This provides us with another degree of freedom, and PTN
and RAND as defined in Sect. 3 are no longer well-defined.
We refine these definitions as follows. The PTN assignment
is obtained by partitioning the N objects into N/ l groups of
size l where the n objects requested by the operation belong
to exactly n/ l groups, and then mirroring each group onto
k machines. In other words, the n objects “concentrate” and
occupy as few machines as possible. The RAND assignment
is a random assignment drawn uniformly randomly from all
assignments where each machine holds exactly nk/s object
replicas of the n objects requested by the operation. In other
words, the n objects “spread” and occupy (evenly) as many
machines as possible.

Now we are ready to explore the best/worst assignments
for t = n < N . Both Theorems 3 and 4 (together with the
exact proofs) apply to t = n < N without modification.
Thus PTN is optimal within a constant of 1.14. Theorems 5
and 6 (together with the proofs) apply to t = n < N once
we substitute l with nk/s in the theorems and proofs. This
means that RAND is the worst within a constant of 0.46. As
for the best and worst assignments for small t , notice that the
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smallest interesting t value is now 1 (instead of l + 1). For
t = 1, we only need any machine holding any of the nk object
replicas to be available for the operation to be successful.PTN
uses the minimal number of machines for the n objects, while
RAND uses the maximum number of machines. Thus they are
obviously the best and worst assignment, respectively.

In practice, the application may have multiple multi-object
operations, and each multi-object operation may access a dif-
ferent subset of n objects. Mathematically modeling these
operations is challenging because the access pattern can be
complex and simply assuming that each operation accesses
a uniformly random subset will be far from reality. Our
previous experimental study [24] has investigated these sce-
narios for some specific applications.

9 Heterogeneous replication degrees

So far we have obtained a complete set of results under the
model from Sect. 3, where all objects have the same number
(k) of replicas. One can easily imagine that in some appli-
cations, different objects may have different importance. For
example, in a file system, some files may be deemed as more
important than others, and metadata blocks (containing direc-
tory information) are often considered to be more critical than
data blocks. Naturally, systems designers will use more repli-
cas for important objects to protect them. In other words, the
objects in the system will have different number of replicas
or heterogeneous replication degrees.

This section thus aims to study the object assignment pro-
blem under this generalized model with heterogeneous repli-
cation degrees. We first define the generalized model. The
system has N objects, from object 1 to object N . Object i
(1 ≤ i ≤ N ) has ki (ki ≥ 1) replicas and ki is called the repli-
cation degree of object i . The value of ki is determined by
the system designer based on the importance of object i . The
s machines each hold exactly l objects, with s · l = ∑N

i=1 ki .
Our results under heterogeneous replication degrees are

not as general as for homogeneous replication degrees, due
to the difficulty of the problem. Instead of finding out the best
and worst assignment for t = n and t = l+1 (i.e., four cases),
here we have results only regarding the best assignment for
t = n. This, however, is perhaps the most important case in
practice among the four cases.

At a high level, we will show that the failure probability of
the PTN assignment, when properly generalized to heteroge-
neous replication degrees, is at most k multiplicative factor
from the optimal. Here k is the average replication degree
across all n objects requested by the operation. Replication
degrees (especially the average replication degree) in a real
replication system tend to be small (e.g., below 5). Further-
more in practice, because failure probability or availability
can span a wide range, it is usually discussed in log-scale. For

example, system designers often use “number of nines” as
the measure for availability, where x number of nines means
that the availability is 1 − 0.1x . A multiplicative factor of 5
in failure probability would then translate to less than one
nine’s difference. Thus we do not expect this k factor to be
significant in practice.

It is worth noting that the proving technique we use to
obtain this result is different from before. Earlier in Sect. 5,
we used Janson’s inequality to obtain a lower bound on
FP(α), and then some straightforward calculation showed
that FP(PTN) is close to the lower bound. With heteroge-
neous replication degrees, Janson’s inequality can no longer
provide a good enough lower bound. Instead, we obtain a
lower bound via elementary combinatorial techniques. We
then carefully show that the properly generalized PTN assi-
gnment can approach the lower bound within k factor.

In the next, without loss of generality, we assume that the
n objects requested by the operation are objects 1 through
n. Also without loss of generality, we further assume that
1 ≤ k1 ≤ k2 ≤ · · · ≤ kn . We let k = ∑n

i=1 ki/n. We do not
(in fact we cannot) assume that kn ≤ kn+1 ≤ · · · ≤ kN .

9.1 Lower bound

We will first obtain a lower bound on FP(α) for any α, by
finding out a set of mutually independent objects (out of
the n objects requested). In other words, no machine holds
more than one object from that set. For the assignment to be
available under t = n, all objects in that set must be available.
This then yields an upper bound on availability and a lower
bound on FP( ).

Obviously, the lower bound depends on the set of objects
we find and the lower bound is stronger if (i) the number of
objects in the set is larger, and (ii) the replication degree (and
thus the availability) of individual objects in the set is smal-
ler. Further remember that we are trying to obtain a lower
bound for any α, so we cannot leverage any special struc-
ture of α. To obtain a strong lower bound, we first include
object 1 in the set, since its replication degree is the smallest.
Object 1 has k1 replicas on k1 different machines. The num-
ber of distinct objects (including object 1 itself) that reside
on these k1 machines is at most z1 = (l − 1)k1 + 1. Namely,
there can only be at most z1 objects that are correlated with
object 1. We then exclude these z1 objects, and pick (out
of the remaining n − z1 objects) a second object with the
smallest replication degree to include in the set. Obviously,
this second object must have a replication degree of no larger
than kz1+1. We can continue such process and keep adding
objects to the set until we run out of objects. We will even-
tually reach the following theorem with an elementary proof.
The only slightly tricky part in the proof is to appropriately
avoid circular arguments.
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Fig. 6 Illustrating the definitions of xi , zi , and yi in Theorems 12 and 13. We assume l = 3 and N = n = 14 in the example

Theorem 12 When t = n, for any assignment α, we have:
FP(α) ≥ 1 − (1 − pkx1 )(1 − pkx2 ) . . . (1 − pkxu ),

where xi is recursively defined as following and u is the
maximum index such that xu ≤ n:
⎧
⎨

⎩

x1 = 1
zi = (l − 1)kxi + 1 for i ≥ 1
xi+1 = xi + zi for i ≥ 1

Proof Figure 6 illustrates the definitions for xi and zi . We
find integers x ′

1, x ′
2, . . . , x ′

u′ (where 1 = x ′
1 < x ′

2 < · · · <

x ′
u′ ≤ n) in the following way. We start from the sequence of

objects “1, 2, . . . n”. We pick the first object in the sequence
(i.e., object 1) and let x ′

1 be the name of that object (i.e.,
let x ′

1 = 1). We then delete from the sequence all objects
that are correlated with object x ′

1 in the given assignment α

(including object 1 itself). We next pick the first object in the
remaining sequence and let x ′

2 be the name of that object. We
then again delete from the remaining sequence all objects that
are correlated with object x ′

2 in α. The process is repeated
until the sequence becomes empty. Let x ′

u′ be the name of
the last object picked.

Obviously, all these objects x ′
1, x ′

2, . . . , x ′
u′ are mutually

independent. Thus the probability that they are all available

is exactly (1 − p
kx ′

1 )(1 − p
kx ′

2 ) . . . (1 − p
kx ′

u′ ). In order for
assignment α to be available under t = n, all these objects
must be available. So we immediately have:

FP(α) ≥ 1 − (1 − p
kx ′

1 )(1 − p
kx ′

2 ) . . . (1 − p
kx ′

u′ )

To prove the theorem, it suffices to show that u′ ≥ u and
xi ≥ x ′

i for 1 ≤ i ≤ u, which would imply:

FP(α) ≥ 1 − (1 − p
kx ′

1 )(1 − p
kx ′

2 ) . . . (1 − p
kx ′

u′ )

≥ 1 − (1 − pkx1 )(1 − pkx2 ) . . . (1 − pkxu )

Define z′
i to be the number of objects deleted from the

object sequence after we find object x ′
i , for 1 ≤ i ≤ u′. Let

w = min(u, u′). We prove via induction the following for
1 ≤ i ≤ w:
{

x ′
i ≤ xi

z′
i ≤ zi

(7)

For the induction base, we trivially have x ′
1 = 1 ≤ 1 =

x1 and z′
1 ≤ (l − 1)k1 + 1 = z1. Now assume the above

inequalities hold up to i and we consider i + 1. We already
have z′

j ≤ z j for all 1 ≤ j ≤ i . This means that

i∑

j=1

z′
j ≤

i∑

j=1

z j = xi+1 − 1

Object x ′
i+1 is the first object in the sequence of “1, 2, . . . , n”,

after deleting from the sequence some (unknown) set of∑i
j=1 z′

j objects. Thus we obviously have x ′
i+1 ≤ ∑i

j=1 z′
j +

1 = xi+1. In any assignment, there can be at most
(l−1)kx ′

i+1
+1 objects that are correlated with object x ′

i+1. So

we immediately have z′
i+1 ≤ (l − 1)kx ′

i+1
+ 1. Now because

x ′
i+1 ≤ xi+1 and also because k j is monotonically increasing

with j , we have z′
i+1 ≤ (l −1)kx ′

i+1
+1 ≤ (l −1)kxi+1 +1 =

zi+1. This completes the inductive step.
We have proved that Inequality (7) holds. We prove via

contradiction that it is impossible for u′ < u. Notice that even
if u′ < u, we still have

∑u′
j=1 z′

j ≤ ∑u′
j=1 zi = xu′+1 − 1

from Inequality (7). Since u′+1 ≤ u and xu′+1 ≤ xu ≤ n, we
must have

∑u′
j=1 z′

j ≤ n − 1. This means that after picking
x ′

u′ , we will have deleted at most n − 1 objects from the
original sequence. Thus there is at least one object and we
should be able to pick x ′

u′+1. Contradiction. ��
The lower bound in Theorem 12 of course, applies to

homogeneous replication degree as well. In such case, the
lower bound will be 1 − (1 − pk)

 n
(l−1)k+1 �. When p is small,

this is roughly n
l·k pk and is about k times smaller/weaker than

the lower bound of 1 − e−(n/ l)pk ≈ n
l pk from Theorem 3.

9.2 Approaching the lower bound using generalized PTN

We would like to show that some appropriate generalization
of the PTN assignment will approach the lower bound on
FP( ) within some factor. Figure 7 provides an example for
how we generalize PTN. We use k1 machines to hold objects
1 through l, where each machine holds exactly l objects and
each object exactly has k1 replicas on these machines. Since
k1 ≤ k2 ≤ · · · ≤ kl , It is possible that the replication degree
ki of some object i (2 ≤ i ≤ l) is larger than k1, but we
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Fig. 7 Illustrating the definition of PTN under heterogeneous replica-
tion degrees. We assume the same N , n, l, and ki ’s as in Fig. 6. Each box
corresponds to a machine, which holds exactly three objects. Notice that

objects 5, 6, 9, 11, and 12 each need one additional replica, according
to their replication degrees. These five additional replicas can be place
in an arbitrary way into the five empty “slots” in figure

will not assign the additional ki − k1 replicas of that object
for now. Next we use kl+1 machines to hold objects (l + 1)

through 2l. Again, some objects may need to have more than
kl+1 replicas. We continue such process until we are done
with object n. Finally, remember that some objects (between
object 2 and object n) may need to have more replicas, and we
also need to assign objects n + 1 through N . We will simply
assign all these additional replicas to the remaining “slots”
on the machines in an arbitrary way. Because l ·s = ∑N

i=1 ki ,
we are guaranteed to have enough “slots” to hold all these
left-over replicas. It is easy to see that when k1 = k2 =
· · · = kn = k, our new PTN definition is exactly the same
as the old PTN definition, which means that it is indeed a
generalization.

Notice that strictly speaking, according to the above defi-
nition, PTN is not a single assignment any more. Rather, it
is a set of assignments where each assignment corresponds
to a specific way of assigning the left-over replicas to the
remaining “slots”. To simplify notation, when we write PTN
below, we mean any assignment in the above set. We will
show that all assignments in the set actually have the same
failure probability and are near-optimal. In other words, how
we assign the left-over replicas of objects 2 through n or
how many left-over replicas they have does not affect fai-
lure probability. Intuitively, this is because objects 1, (l + 1),
(2l + 1), . . . (with replication degree of k1, kl+1, k2l+1, . . .)
are the “bottleneck” for availability.

Theorem 13 When t = n, we have:
FP(PTN) = 1 − (1 − pky1 )(1 − pky2 ) . . . (1 − pkyv ),

where yi is recursively defined as following and v is the maxi-
mum index such that yv ≤ n:
{

y1 = 1
yi+1 = yi + l for i ≥ 1

Proof Figure 6 illustrates the definition for yi and Fig. 7 illus-
trates the corresponding PTN assignment. In PTN, if object
1 is available, then all objects from object 1 thorough object

l must be available. Similarly, if object (l + 1) is available,
then all objects (l + 1) through 2l must be available. Thus, if
objects y1, y2, . . . , yv are all available, then all the n objects
must be available. The availability of the assignment is thus
at least (1− pky1 )(1− pky2 ) . . . (1− pkyv ). On the other hand,
for the assignment to be available, object 1, (l + 1), (2l + 1),
…, must all be available. Further because they are mutually
independent, we know that the availability of the assignment
is at most (1 − pky1 )(1 − pky2 ) . . . (1 − pkyv ). ��

We would like to draw a clean connection between the
lower bound from Theorem 12 and FP(PTN) from Theo-
rem 13. The connection is somewhat obscure. After several
unsuccessful attempts, we conjectured that the two values are
roughly k apart. We formalize and prove such claim in the
next. We will only consider sufficiently small p, where the
lower bound from Theorem 12 approaches

∑u
i=1 pkxi and

the FP(PTN) from Theorem 13 approaches
∑v

j=1 pky j .
Figure 6 helps to give an intuitive comparison between the

two summations. Namely, there are more yi ’s than xi ’s, and
both sequences tend to spread out (though in different ways)
over the region of [1, n]. To compare the two summations,
we would like to somehow convert y j ’s into xi ’s. For any
1 ≤ i ≤ u, we define the interval covered by xi to be the
interval of [xi , xi+1−1]. If a certain y j falls within the interval
covered by xi , we say that y j is covered by xi . We group all
y j ’s into groups where each group is covered by a distinct xi .
For example, in Fig. 6, y1 and y2 are covered by x1, y3 and
y4 are covered by x2, while y5 is covered by x3. Obviously,
all y j ’s covered by an xi are at least as large as that xi . When
upper bounding FP(PTN), we can treat all these y j ’s as xi .
We will also show that the number of y j ’s covered by xi

is at most kxi . All these will lead to the following useful
transformation:

Lemma 5
v∑

j=1

pky j ≤
u∑

i=1

(kxi · pkxi ),

where xi and y j are as defined in Theorems 12 and 13.
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Proof The interval covered by xi is of size xi+1 − xi =
(l−1)kxi +1. Because consecutive yi ’s are l apart, the number
of y j ’s that fall within an interval of size (l − 1)kxi + 1 is at
most

1 +
⌊

(l − 1)kxi

l

⌋

= 1 +
⌊

kxi − kxi

l

⌋

≤ 1 + kxi − 1 = kxi

Any y j covered by xi is at least as large as xi , thus for any
given i , we have:

∑

j : xi ≤y j <xi+1

pky j ≤ kxi · pkxi

Finally we have:
v∑

j=1

pky j =
u∑

i=1

⎛

⎝
∑

j : xi ≤y j <xi+1

pky j

⎞

⎠ ≤
u∑

i=1

(kxi · pkxi )

��
Besides Lemma 5, our proof next will also use a well-

known elementary inequality, the Chebyshev sum inequality.
For completeness, we include this inequality below:

Theorem 14 Chebyshev Sum Inequality For any two
sequences where 0 ≤ a1 ≤ a2 ≤ · · · ≤ an and 0 ≤ b1 ≤
b2 ≤ · · · ≤ bn, we have:
a1b1 + · · · + anbn

n
≥ a1 + · · · + an

n
· b1 + · · · + bn

n
. (8)

Similarly, for any two sequences where 0 ≤ a1 ≤ a2 ≤ · · · ≤
an and b1 ≥ b2 ≥ · · · ≥ bn ≥ 0, we have:

a1b1 + · · · + anbn

n
≤ a1 + · · · + an

n
· b1 + · · · + bn

n
. (9)

Theorem 15 For any assignment α and any constant posi-
tive constant ε, when t = n and when p is sufficiently small,
we have:

FP(PTN) ≤ (1 + ε) ·
∑u

i=1 kxi

u
· FP(α),

where xi ’s are as defined in Theorem 12.

Proof We only need to show that lim p→0 FP(PTN)/FP(α)

≤ ∑u
i=1 kxi /u. We have:

lim
p→0

FP(PTN)

FP(α)
≤

∑v
j=1 pky j

∑u
i=1 pkxi

(from Theorems 12 and 13)

≤
∑u

i=1(kxi · pkxi )
∑u

i=1 pkxi
(from Lemma 5)

≤
∑u

i=1 kxi

u
[from Inequality (9)]

��
Corollary 2 For any assignment α and any constant positive
constant ε, when t = n and when p is sufficiently small, we
have FP(PT N ) ≤ (1 + ε) · kn · FP(α).

Proof Directly from Theorem 15. ��
The quantity of

∑u
i=1 kxi

u is the average replication degree
of those u objects we picked. Because these u objects are

spread across all n objects, in many cases,
∑u

i=1 kxi
u is related

to k:

Corollary 3 For any assignment α and any constant positive
constant ε, when t = n, xu+1 = n + 1, and p is sufficiently
small, we have FP(PTN) ≤ (1 + ε) · k · FP(α).

Proof Given Theorem 15, we only need to prove that
∑u

i=1 kxi
u

≤ k. Notice that if xu+1 = n+1, we must have n = ∑u
i=1 zi .

From Eq. (8), we have:
∑u

i=1 kxi

u
≤

∑u
i=1 kxi zi

∑u
i=1 zi

=
∑u

i=1 kxi zi

n
≤

∑n
i=1 ki

n
= k

��
Figure 6 helps to provide a better intuition into the role

of the condition xu+1 = n + 1. In Fig. 6, xu = x3 = 13,
xu+1 = x4 = 24, and n = 14. Thus the (last) interval covered
by xu (i.e., [13, 23]) is not fully “populated” with 11 ki ’s.
Rather, the interval only has k13 and k14. Notice that if we
did have k15 through k23, they would all be at least as large as
k14. Thus the non-existence of k15 through k23 brings down
the average and thus invalidates Corollary 3.

A closer examination however, shows that the requirement
of xu+1 = n + 1 is overly restrictive. After all, only the very
last interval is impacted if xu+1 > n + 1. When we have a
lot of objects (and machines), the number of intervals will
be large as well. The effect of the last interval should then be
diminished:

Corollary 4 For any assignment α and any constant positive
constant ε, when t = n, n is sufficiently large,9 and p is
sufficiently small, we have FP(PTN) ≤ (1 + ε) · k · FP(α).

Proof Given Theorem 15, it suffices to show that
∑u

i=1 kxi
u ≤

k when n → ∞. The basic idea is to extend the current ki

sequence so that the extended sequence can satisfy the condi-
tion in Corollary 3. Then we will show that such extension
does not affect k for n → ∞.

Define n′ = xu+1 − 1. We have:

lim
n→∞

n′ − n

n
= lim

n→∞
xu + zu − 1 − n

n

≤ lim
n→∞

n + zu − 1 − n

n

< lim
n→∞

zu

n
≤ lim

n→∞
(l − 1)kn + 1

n
= 0

9 Similarly as in Sect. 5, for “sufficiently large” n, we assume that l
is fixed and ki is upper bounded by some constant for all i , while s
changes with n (and N ). As explained earlier, this follows the practical
meaning of the problem.
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We consider a second sequence of k′
i ’s for 1 ≤ i ≤ n′, where

k′
i = ki for 1 ≤ i ≤ n and k′

i = kn for n < i ≤ n′. Obviously,
this second sequence satisfies the condition in Corollary 3 and
we have:
∑u

i=1 k′
xi

u
≤

∑n′
i=1 k′

i

n′
We also have:

lim
n→∞

∑n′
i=1 k′

i

n′ = lim
n→∞

∑n
i=1 k′

i + ∑n′
i=n+1 k′

i

n + (n′ − n)

= lim
n→∞

∑n
i=1 ki
n + (n′−n)kn

n

1 + n′−n
n

= lim
n→∞

∑n
i=1 ki

n
= k

Finally, we have for n → ∞:
∑u

i=1 kxi

u
=

∑u
i=1 k′

xi

u
≤

∑n′
i=1 k′

i

n′ = k

��
It may appear that many inequalities we use so far (such

as Lemma 5, Theorem 14, and other transformations) are
quite loose and ad hoc. A natural question is whether we
can strengthen the k factor in Corollary 4 by using tighter
inequalities. That is unfortunately impossible, as all inequa-
lities become equalities when k1 = k2 = · · · = kn . Thus to
improve the factor of k, it is necessary to improve the lower
bound in Theorem 12.

10 Conclusion

This paper has proved a series of strong results regarding
the best and the worst assignments (from object replicas
to machines) in terms of the availability they provide to
multi-object operations. Quite different from classic research
on replica placement, here the availability difference arises
from inter-object correlation (even when machine failures are
independent and identical). There are many ways to further
generalize our model (e.g., consider all possible t values or
using erasure coding). Obtaining results under these genera-
lizations is part of our future work.
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Appendix

Lemma 6 Consider the RAND distribution and a given
object A. Without loss of generality assume that machine

1, 2, . . . , k each holds a replica of A. For any given object
B (B �= A) and any i (1 ≤ i ≤ k), we have:
Pr [machines 1 through k hold exactly i replicas of B]

<

(
k2

s

)i

Proof By symmetry, we have:

Pr [machines 1 through k hold exactly i

replicas of B]/
(

k

i

)

= Pr [first i machines hold i replicas of B and

the next k − i machines do not hold B]
< Pr [machine 1 holds B]
×Pr [machine 2 holds B | machine 1 holds B]
× · · · × Pr [machine i holds B | machine

1 . . . (i − 1) hold B] (10)

To simplify notation, we define the event “machine 0 holds
B” to be an event that always happens. We will prove that
for any 1 ≤ j ≤ i :

Pr [machine j holds B|machine 0 . . . ( j − 1) hold B]
<

k − j + 1

s − j + 1
(11)

It is important to understand that Inequality (11) is not tri-
vial. To see why, consider an example where we have three
objects A, B, C , where each object has two replicas. There
are three (numbered) machines where each machine holds
two objects. Imagine that we already know that machines 1
and 2 hold A, and machine 1 additionally holds a replica of
B. There are three empty “slots” remaining, one “slot” from
machine 2 and two “slots” from machine 3. The tricky part
is that the second replica of B does not go into the three
“slots” with equal probability. In fact, the second replica of
B can never reside on machine 2, since that would cause
machine 3 to hold two copies of C . Thus here we actually
have Pr [machine 2 holds B|machine 0 . . . 1 hold B] = 0.

After A is already assigned to machines 1 through k,
we define a remainder assignment to be a one-to-k map-
ping from the remaining n − 1 (numbered) objects to the s
(numbered) machines. Among these s machines, machines
1 through k will each take l − 1 objects (except object A),
while the rest of the machines will each take l objects. To
prove Inequality (11), for a given j and any j ≤ r ≤ s, we
define xr to be the number of remainder assignments where
machines 0 through ( j −1) hold B and machine r also holds
B. Let x be the number of remainder assignments where
machines 0 through ( j −1) hold B. For each remainder assi-
gnments where machines 0 through ( j − 1) hold B, B has
k − ( j − 1) = k − j + 1 additional replicas besides those
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replicas on machines 0 through ( j − 1). Thus that remain-
der assignment is counted in (k − j + 1) different xi ’s. This
means

∑s
r= j xr = (k − j + 1)x . For j ≤ r ≤ s, define:

pr = Pr [machine r holds B|machine 0 . . . ( j − 1) hold B]
= xi

x

By symmetry, we know that p j = p j+1 = · · · = pk and
pk+1 = · · · = ps . Also, we have p j + p j+1 + · · · + pk +
pk+1 + · · · + ps = k − j + 1. Thus to prove Inequality (11)
or equivalently p j < (k − j + 1)/(s − j + 1), it suffices to
show that p j < ps , which we prove in the following.

Let � be the set of remainder assignments where machines
1 through j hold object B, and let � be the set of remain-
der assignments where machines 1 through j − 1 and also
machine s hold object B. To prove that p j < ps , it suf-
fices to show that |�| < |�|. Define �′ = � − (� ∩ �) and
�′ = �−(�∩�). In turn, it suffices to prove that |�′| < |�′|.
We define �′

w for 0 ≤ w ≤ l −2 to be the subset of �′ where
machine j and machine s have exactly w objects in com-
mon. Obviously, �′

w’s are all disjoint and �′ = ∪l−2
w=0�

′
w.

Similarly, define �′
w for 0 ≤ w ≤ l − 1 to be the subset of

�′ where machine j and machine s have exactly w objects
in common. We again have �′ = ∪l−1

w=0�
′
w. To prove that

|�′| < |�′|, it suffices to show that |�′
w| < |�′

w| for any
0 ≤ w ≤ l − 2.

For the purpose of counting, we define a many-to-many
mapping between �′

w and �′
w. Consider any remainder assi-

gnment γ ∈ �′
w. We can obtain another remainder assi-

gnment λ ∈ �′
w by swapping B on machine j with some

other object C on machine s as long as C is not already on
machine j . There are exactly l − w choices for C . Similarly,
for any remainder assignment λ ∈ �′

w, we can obtain another
remainder assignment γ ∈ �′

w by swapping B on machine s
with some other object C on machine j as long as C is not
already on machine s. There are exactly l − w − 1 choices
for C . We say that γ is the pre-image of λ and λ is the after-
image of γ . Each γ has exactly l − w after-images, while
each λ has exactly l −w − 1 pre-images. Thus it must be the
case that |�′

w| < |�′
w|.

We just proved that p j < ps , which implies that Inequa-
lity (11) holds. This means:

p j <
k − j + 1

s − j + 1
≤ k

s
(because 1 ≤ j ≤ k ≤ s)

Together with Inequality (10), we have:

Pr [machines 1 through k hold exactly i replicas of B]

<

(
k

i

)

·
(

k

s

)i

<

(
k2

s

)i

��
Lemma 7 Consider the RAND distribution and a given
object A. Without loss of generality assume that machines

1 through k each hold a replica of A. Let random variable
z (1 ≤ z ≤ k) denote the maximum number of replicas that
these k machines hold for any other object. Then for any a
where 1 ≤ a ≤ k. we have Pr [z ≥ a] < n

∑k
i=a(kl/n)i .

Proof Lemma 6 shows that for any given object B (B �= A),
the probability of these k machines holds exactly i replicas
of B is at most (k2/s)i . Take a summation for i from a to k,
and also apply a union bound across all possible B’s:

Pr [z ≥ a] < n
k∑

i=a

(k2/s)i = n
k∑

i=a

(kl/n)i

��
Lemma 8 For any given two machines in the RAND assign-
ment, the probability that they hold exactly the same set of
objects is less than (l/n)l .

Proof We consider two scenarios where the first scenario
requires that the two machines hold exactly the same set of
objects while the second scenario does not have such require-
ment. Recall that a machine is never allowed to hold multiple
replicas of the same object. In the first scenario, the number of
ways to assign object replicas to the two machines is

(n
l

)
. For

each such way, let x be the number of possible remainder
assignments, where a remainder assignment is the assign-
ment of the remaining object replicas to the remaining n − 2
machines. In the second scenario, the number of ways to
assign the objects to the two machines is

(n
l

)(n
l

)
(remember

that k ≥ 2). For each such way, let y be the number of pos-
sible remainder assignments.

We would like to prove that x is always smaller than or
equal to y. In the first scenario, after we assign objects to the
two machines, we let k − 2 ≤ a1 ≤ a2 ≤ · · · ≤ an ≤ k
denote the number of remaining replicas for the n objects.
Obviously, a1 = · · · = al = k −2 and al+1 = · · · = an = k.
The value of x does not depend on the identities of the objects,
and is uniquely determined by the sequence a1a2 . . . an . We
define k − 2 ≤ b1 ≤ b2 ≤ · · · ≤ bn ≤ k similarly in the
second scenario. We know that a1 ≤ b1, . . . , al ≤ bl and
al+1 ≥ bl+1, . . . , an ≥ bn . Again, the value of y is uniquely
determined by the sequence b1b2 . . . bn .

The sequence b1b2 . . . bn contains at most three distinct
values: k − 2, k − 1, and k. There must be an even number
of bi ’s with a value of k − 1. We associate the first k − 1
with the last k − 1 and call that a pair. We then consider the
remaining values and form a second pair, and so on. We will
prove that x ≤ y via an induction on the number of pairs.

For the induction base, if the number of pairs is 0, then the
two sequences a1a2 . . . an and b1b2 . . . bn are the same. Since
the identities of the objects do not affect the accounting, we
have x = y.

Now assume that x ≤ y if the number of pairs is d, and we
need to prove that x ≤ y if the number of pairs is d + 1. For
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the sequence b1b2 . . . bn , let (bi , b j ) be the first pair formed
where i < j . Without loss of generality, we number the
objects such that bi corresponds to the number of remaining
replicas for object i . We construct a third sequence c1c2 . . . cn

from b1b2 . . . bn by changing bi from k − 1 to k − 2 and b j

from k − 1 to k. Let z be the number of possible remainder
assignments for sequence c1c2 . . . cn . Because c1c2 . . . cn has
d pairs, based on our inductive assumption, we know that
x ≤ z. In the next, we will prove that z ≤ y, thus finishing
the inductive step.

For any machine (except the given two machines) holding
objects i and/or j , there are three possibilities: the machine
holds i only, the machine holds j only, the machine holds
both i and j . For any remainder assignment for sequence
c1c2 . . . cn , let ui be the number of machines (except the given
two machines) holding only object i . Similarly define u j .
Because ci = k − 2 and c j = k, we must have that 0 ≤ ui =
u j −2 < u j ≤ k. For any remainder assignment for sequence
b1b2 . . . bn , let vi be the number of machines (except the
given two machines) holding only object i . Similarly define
v j . Because bi = b j = k − 1, we must have 0 ≤ vi = v j ≤
k − 1.

For any given integer w where 2 ≤ w ≤ k, we consider the
set � of all remainder assignments for sequence c1c2 . . . cn

where u j = w and the set � of all remainder assignments
for sequence b1b2 . . . bn where v j = w − 1. For the purpose
of counting, we construct a many-to-many mapping from �

to �. An assignment γ ∈ � is mapped to another assignment
λ ∈ � if we can obtain λ by picking one of the u j machines
in γ that hold object j only and substituting object j with
object i on that machine. We say that γ is the pre-image of
λ and λ is the after-image of γ . Each γ has exactly u j = w

after-images, while each λ has exactly vi = v j = w − 1
pre-images. Thus it must be the case that |�| < |�|. Since
this is true for all w, we know that z ≤ y. This finishes the
proof for x ≤ y.

Finally, the probability that the 2 machines hold exactly
the same set of objects is thus (

(n
l

) · x)/(
(n

l

)(n
l

) · y) < (l/n)l .
��
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