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Abstract variants) has focused on proving various properties of
these algorithms, and improving the worst-case behavior
Existing geographic face routing algorithms use plaf face routing. Acommon assumption made by this body
narization techniques that rely on the unit-graph assunafiiterature is that connectivity between nodes can be de-
tion, and thus can exhibit persistent routing failure wheseribed by unit graph’.In such graphs, a node is always
used with real radios, whose connectivity violates that assnnected to all nodes within its fixed, “nominal” radio
sumption. In this paper, we describe the Cross-Link Dexnge, and never connected to nodes outside this range.
tection Protocol (CLDP), which enables provably correct Real radios violate the unit graph assumption more of-
geographic routing oarbitrary graphs. Our simulationsten than not. As many recent studies show [1, 5, 25, 27],
show that the protocol is practical: it incurs low overheasbnnectivity depends not only on the distance from the
and exhibits low path stretch in wireless networks. transmitter but also on the environment (the presence of
radio-opaque obstacles, multi-pathiregc). These em-
. pirical observations suggest that the unit graph (or even
1 Introduction the quasi unit-disk) is not a reasonable model for radio
connectivity regardless of the kind of radio (802.11 or the
Geographic routing protocols for wireless ad hoc ndew-power radios in use in sensor networks today). Fur-
works are highly attractive because they have been shdlvarmore, in sensor network applications, inaccurate lo-
to scale better than other alternatives. They require tieation information might result in violations of the unit
nodes store only a list of their immediate single-hograph assumptiore.g.,a neighbor might report its loca-
neighbors, and thus require per-node state independertiaf as being within the nominal radio range of another
the total number of nodes in the network, and depend@&eighbor, even when it is not.
only on the network’s density. Practical instantiations of We have found that these violations can result in
such protocols have been shown to achieve high pacgathologies in the planarization process. Specifically,
delivery success rates even under highly dynamic netwdhkee kinds of pathologies result when the unit graph as-
topologies such as occur on mobile, wireless networlssimption is violated: a link in the planar subgraph is re-
Moreover, they do so while incurring relatively little routmoved when it should not have been (disconnected links);
ing protocol traffic overhead [11]. More recently, gedthe nodes at the two ends of a link disagree on whether
graphic routing algorithms have been proposed for use link belongs to the planar graph or not (unidirectional
as a routing primitive for static sensor networks, and lsks); or, two crossing links exist in the planar subgraph
building blocks for data storage and flexible query prg¢erossed links). These pathologies, in turn, can result
cessing in sensor networks [20, 17]. in persistentrouting failures in the network, where geo-
There is a very broad literature on geographic routirggaphic routing fails to find a path for at least one source-
algorithms, particularly on the sub-class that ufmse destination pair. We also show that a previously pro-
routing on a planar subgraph [7]. This body of literaposed “fix” to these planarization techniques, the mutual-
ture is built upon graph planarization algorithms that avétness procedure [9, 10, 22], does not eliminate all in-
amenable to distributed implementation. More specifitances of routing failuré.
cally, these algorithms rely purely on neighbor location In this paper, we discuss the design of a distributed
information to determine whether links to neighbors be-
long on the planarized subgraph or not. A packet is de-'Some recent literature [15] has relaxed this assumption to allow for

; R ; +guasi” unit disk graphs, which always exhibit connectivity within a
livered from source to destination by successively traveg%ort radius; exhibit probabilistic connectivity within an enclosing ring-

ing the faces on the planar subgraph that intersect the lifgped region; and exhibit no connectivity beyond this ring. We discuss

between them. Early work by Bos# al. [2] and Karp these graphs briefly in Section 2.

and Kung [11] described the planarization algorithms, as®As \Illve ST:?W inour Simglati?rg;he mlll(tutaéV\:_imeSS technique does
Al ot ; ry well, achieving upwards o 6 packet delivery success even in

well a.s practlcal instantiations of these algo.”thms for é(ngtworks with an unrealistically large number of obstacles. However,

hoc wireless network®(g.,GPSR). An extensive body Ofye pelieve that it is unreasonable for a routing protocol to permanently

subsequent work (including GOAFR+ [14] and its manyartition even a few source-destination pairs.




Cross-link Detection Protocol (CLDP) thagiven an ar- imum; at that point, greedy routing may once again make
bitrary connected graphproduces a subgraph on whiclprogress.
face traversal cannot cause a routing failure. In CLDP,In the case where a network graph has no crossing
each node probes the faces on which each of its linkdge§—that is, the graph iplanar—the geographic rout-
sits to determine if there exists a crossing link. Crossiimg schemes recover similarly, lflgce routing Note that a
links are eliminated only when doing so would not discoplanar graph consists dces enclosed polygonal regions
nect the resulting subgraph. Packets are then routed usiognded by edges. Geographic routing schemes use two
greedy and perimeter-mode routing as in GPSR. Otheimitives to traverse planar graphs: ttight-hand rule
face routing techniques [14] can be used as well; suahdface changesThe right-hand rule tours a face end-
techniques would notimpact the correctness of CLDP, Hassly in a cycle, and can thus be used to walk a face.
may affect its performance. Figure 1 shows an example of the rule, which dictates that
We prove under some idealized, but still general, agpon receiving a packet on a link, the receiving node for-
sumptions that CLDP cannot cause a routing failure in amrds that packet on the first link it finds after sweeping
arbitrary connected graph. We then use detailed packatunter-clockwise about itself from the ingress link.
level simulations to validate the performance of CLDP Consider the planar graph in Figure 2, in which the
both on wireless networks with many obstacles and source nodé& and destination node are indicated. Ob-
random graphs. Our simulations fimg routing failures serve that the line segme8D mustut a series of faces in
in all the cases we study, and show that CLDP has reastire planar graph; these faces are numbered and bordered
able path stretch and low overhead and convergence tiniesold. Geographic routing algorithms exploit this prop-
We conclude that CLDP’s provable correctness and meaty by successively walking the faces cut by this line.
sured efficiency bring geographic routing protocols withifihat is, they use the right-hand rule to tour a face. While
the realm of practicability for real radio networks. walking a face, upon encountering an edge that crosses
the line segmenSD at a point closer t@® than the point
at which the current face was entered, geographic routing
2  Preliminaries and Related Work  algorithms perform #ace changethey begin walking the
bordering face that is next along the line segm8bt®
We now review prior work in geographic routing protoThe numbering of faces in Figure 2 shows the order in
cols, and describe the essentials of the workings of g&hich faces are traversed frdto D on that planar graph.
graphic routing that provide the context for our work. ~ Should a face be toured in its entirety without discovering
There is a tremendously broad literature on geograpfi¢ €dge that crosses line segmbiat a point closer t®
routing: from initial sketches suggesting routing usingjan the point at which the current face was entered, face
position information [12, 3]; to the first practical, defouting fails. On a planar graph, such a loop on a face
tailed proposals, including GFG [2], GPSR [11], an@ly occurs when the destination is disconnected.
the GOAFR+ family of algorithms [14]; to refinements Note that if the graph is not planar, face routing may
of these proposals for efficiency [6], robustness und@!l. Figure 3 shows an example graph on which this
real network conditions [22, 15], and even routing g&athology occurs. In this exampl,is located physically
Ographica”y when node location information is unavaiin the interior of a face, butis Only connected to the rest of
able [19, 18]. the network graph by an edge that crosses this enclosing
We now describe the shared characteristics of the GHage. Face routing walks successive faces cut by the line
GPSR, and GOAFR+ algorithms, and hereafter refer @M Sto D, until it reaches the face enclosifiy whose
this family of algorithms simply ageographic routing ~ first edge crosses line segme3i at pointp. The right-
Geographic routing schemes ureedy routingvhere hand rule then tours this face in |tient|rety,_but fails to
possible. In greedy routing, packets are stamped with {ffil @n edge that crosses line segmsbiat a point closer

positionsof their destinations; all nodes know their ow# P thanp. Thus, face routing fails. _
positions; and a node forwards a packet to its neighbor/Vireless networks’ connectivity graphs typically con-

that is geographically closest to the destinatisn,long &N many crossing edges. A method for obtaining a pla-.
as that neighbor is closer to the destination. Local maR@r subgraph of a wireless network graph is thus needed;
imamay exist where no neighbor is closer to the destin@€€dy routing operates on the full network graph, but to
tion. In such cases, greedy forwarding fails, and anotiprk correctly, face routing must operate on a planar sub-
strategy must be used to continue making progress towdFgPh of the full network graph. What is required ila-

the destination. In partICUIar’ th? pa_cket must only find its 4We refer to links and edges interchangeably throughout the paper.
waytoa node closer to the destination than the local MaX-sother face-change rules are possible, including changing faces at

the edge whose crossing 8Dis theclosestsuch crossing t® on the

3We note that there exist other routing algorithms that make useafrrent face. We use the first crossing, not best crossing, throughout
position information, such as LAR [13], but we restrict our view to alkhis paper; this choice is known to be average-case efficient, and has
gorithms in which a node forwards to a single neighbor on the basishefen refined [14] to be worst-case optimal. We return to this point in
geographic information. Section 4.1.
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: , closer fromS to D along line segrjgyre 3: Example of face routin
Figure 1: Right-hand ruleA sweepsmentSD, numbered in the order Vi?éi?ure on non-plarr)1ar graphs. There?s

counterclockwise from link 1 to finfleq. Faces cut b§D are bordered i .
ink 2, forwards toB, &c. bold. o point closer 4D thanp on the face

narizationtechnique that is simply implementable with anesses are found, the edge B) is eliminated in the pla-
asynchronous distributed algorithm. nar graph. If no witnesses are found, the ed8eB) is

Geographic routing algorithms planarize graphs usif§Pt In the planar graph. For the GG, the region where
two planar graph constructs that meet that requiremeftVitness must exist to eliminate the edge is the circle
the Relative Neighborhood Graph (RNG) [24] and th¥hose diameter is line segmeAB. For the RNG, this
Gabriel Graph (GG) [4]. The RNG and GG give rules fd€9ion is thelune defined by the mt.ersect.loniof the two
how to connect vertices placed in a plane with edges baS¥gles centered ah andB, each with radiugAB|. We
purely on the positions of each vertex’s single-hop neigh?0W these two regions in Figure 4.
bors. Both the RNG and GG provably yield a connected,Under the unit graph assumption, it is known that for
planar graph so long as the connectivity between nodeslustering of points in the plane, the set of edges in the
obeys theunit graph assumptionfor any two verticesA  Euclidean minimum spanning tree over those points is a
andB, those two verticemustbe connected by an edge ifsubset of the set of edges in the RNG [24]. The edges in
they are less or equal to some threshold distahapart, the RNG are in turn a subset of those in the GG,; the in-
but must notbe connected by an edge if they are greatesition for this relationship lies in the relative sizes of the
thand apart. We shall refer ta as thenominal radio lune and circle regions. Finally, the set of edges in the
rangein a wireless network; the notion is that all nodeSG is a subset of that in the Delaunay triangulation over
have perfectly circular radio ranges of radiliscentered the set of points [23]. These relationships dictate that the
at their own positions. GG and RNG are both connected (so eliminating cross-

The unit graph assumption is quite intuitive for wireled99 €dges cannot disconnect the network!) and planar, as

networks. The simplest ideal radio model is one whe 8S'red'

all transmitters radiate fixed transmission power perfectlyNote that if the network graptiolatesthe unit graph
omnidirectionally; receivers can discern all transmissiog§sumption, the RNG and GG can produqgagitioned
properly when they are received with above some threghanarized graph [9], one that contains asymmetric (uni-
old signal-to-noise ratio; and radio transmissions propditectional) links, and even one that is not planar. An ex-
gate in free space, such that their energy dissipates asafigle of a partitioning for the RNG appears in Figure 5.

square of distance. Under that idealized model, there itere, there is no link betweehandV, and none between
deed exists a nominal radio range. B andW, though these links are shorter than the nom-

inal radio range. Node#A and B see witnesse®/ and

We briefly state the definitions of the GG and RNG, 7, respectively, though neither witness provides transitive
we shall refer to them repeatedly in Section 3. The pla: P Y: 9 P

2 S connectivity. BothA andB conclude they should remove
narization process runs onfall graph, which includes edge(A, B) in the planarized graph, and a partition results
all links in the radio network, and produceglanar sub- ge, b grapn, P '

graphof the full graph. We assume that each node in ﬂ%mnar cases are possible in the_ GG.

network knows its single-hop neighbors’ positions; such We observe that whether radio graphs conform to the
neighbor information is trivially obtained if each node peinit-graph assumption is a question of great importance,
riodically transmits broadcast packets containing its ov@#$ Partitioning the planarized graph used in face routing
position. Consider an edge in the full graph between twdll cause routing failures. In the next section, we explore
nodesA andB. Both A andB must decide whether to keedn gletail the many reasons regl radio petworks violate the
the edge between them in the planar graph, or eliminat&/ftit graph assumption, and give detailed examples of the
nodeA. Both for the GG and RNG, nod& searches its Recently, Kuhnet al. have investigated relaxing the
single-hop neighbor list for amwitnessnodeW that lies unit-graph assumption to improve the robustness of the
within a particular geometric region. If one or more witGG planarization [15]. In th&uasi-Unit Disk Graph
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Figure 4: Geometric definitions of the - 6  Localizat

GG and RNG. A witness must fal; . ™ lgure ©b: Localization errors can
ithin the shaded circle (GG) or tqﬂlgure o The RNG p.al’tlt.IOI:\S a noeause the RNG to produce a planar

withi ircle (GG) or th@it graph; edgéA, B) is eliminated. - P

shaded lune (RNG) for eddé\, B) to graph containing an asymmetric link.

be eliminated in the planar graph.

they propose, the nominal radio range is normalized tothis threshold exist. Under this practical link existence
Links may notexist between nodes greater than distano®del, the crux of the validity of the unit-graph assump-
1 apart, and linksnustexist between nodes less than &ion is whether the loss rate between a pair of nodes is
parameted apart. For nodes betweehand 1 distance perfectly determined by the distance between them.
apart, links may or may not exist; it's in this region where Measurement studies of deployed wireless networks
Quasi-Unit Disk Graphs are a more general class than ysrisvide mounting evidence of marked non-uniformity in
graphs. Kuhret al. provide an algorithm for replacingradio ranges. Biswas and Morris [1] measure loss rates
“missing” links betweerd and 1 in length withvirtual between pairs of hosts on an 802rbbftop networkde-
links, that are essentially tunnels through multiple exigsioyed in buildings spread throughout an urban setting.
ing links. They show that the GG planarization succee®teir measurements reveal that links with low loss rates
on this augmented graph without partitioning it. Thelire often far longer than the expected nominal radio range,
analysis shows that this technique only is scalable whgnd conversely, that geographically proximal nodes of-
d > 1/v/2; for lesser values af (for which the unit-graph ten are connected by links with extremely high loss rates
assumption is progressively relaxed further) virtual linkge., that these links effectively do not exist). Other stud-
may be comprised of increasingly long paths of physidak also provide qualitatively similar evidence for sensor
hops. network radios [5, 25] in a variety of environments [27].
We close by noting that there is a much wider swathe afl of these studies also confirm the significant presence
theoretical literature concerning geographic routing; Stef link asymmetries. In sum, these measurements indi-
jmenovic [7] offers a comprehensive survey of the mamate that in indoor, urban outdoor, and habitat outdoor
contributions in that domain. environments, for any reasonable “nominal radio range”
one might choose, there both exist links longer than that
. . . threshold length, and are missing links shorter than that
3 Face Routing Using Real Radios threshold length.
Many radio phenomena can contribute to the preva-
In this section, we show thalie RNG and GG, given re-jence of non-uniform radio ranges. radio-opaque ob-
alistic, connected radio graphs, do not always produGgacle may attenuate transmissions so severely that it

graphs on which face routing succeeds. breaks a link, even when the two nodes are closer to
each other than the unit graph threshold distaidalti-
3.1 Non-uniformity in Radio Ranges path interferenceesulting from reflection of radio waves

by objects in the environment can “delete” links within

Central to the notion of radio range in real deploymentstize nominal radio range when the original and reflected
the definition of a “link.” In wired networks, there is nowvaves combine destructivelyAsymmetric linksgener-
ambiguity: a link exists if a physical cable runs betweeally assumed to be caused by differences in transceiver
two nodes. In wireless networks in which nodes use owgalibration, also violate the unit-graph assumption which
nidirectional antennas, however, a link is more fuzzily dassumes bi-directional communication. Finallypn-
fined: each receiver experiences a different bit error rate,
and thus a different packet loss rate, when a transmittefRrecent work investigates relaxing this threshold view of link exis-
sends a packet. Thus, the loss rate between a pai|te0¢ein wireless networks [1], in favor of considering links with a very
nodes determines whether a link exists between them ige range of loss rates when routing, and choosing routes on the basis

. . " of link loss rates. This approach has been shown to increase throughputs
adopt the view that above a threshold loss rate, links &gveen source-destination pairs the loss-threshold approach, but is

viewed as non-existent; links with lower loss rates thaayond the scope of our present investigation.




Full Graph
and RNG

Accurate Full Graph Errored Full Graph RNG Figure 8: Mutual Witness leaves crossing
edges in the graph produced by the RNG (and

Figure 7: Localization errors can cause the RNG to produce a@Gi)-

planar graph (after Sea@tal.[22]).

circular antenna emissiongften intrinsic to the physical directional links in the planarized graph can cause routing
construction or the deployment orientation of antenndailures for face routing.
create the possibility of non-unit network graphs.

Localization errorscan also violate the unit-graph ast ocalization Errors Localization errors can cause the
sumption. Under mobility, a node’s position estimate f&NG to produce a planar graph with asymmetric links
itself may be out-of-date. Even when a node is stationaitgm the full graph. An example of this pathology appears
errors in positions produced by GPS or by ad-hoc locat Figure 6. The full graph topology is given on the left;
ization systems [21] are the rule. Two nodes may haselid lines indicate links connected in the full graph. Here,
position errors that place them within nominal radio rangeecause of localization error, no@ebelieves it is located
of one another, but in reality, they are not (even assumibglow nodeA, when in actuality it is located below node
perfectly circular radio ranges). B. The RNG appears on the righs: will eliminate edge

At least one of these causes for non-uniform rad{®,C) in planarization, because it believass a witness;
ranges is easily detected, Asymmetric links can be e&skeeps edg¢C,B) as it has no link toA. Note that this
ily blacklisted:if each node announces its neighbor list inase is isomorphic to one in which no@es truly located
a broadcast packet, receivers can eliminate neighbordé@neath nodé, but an obstacle exists between nodes
whose neighbor lists they do not appear [26]. In the randC.
mainder of this paper, we consider only symmetric radio Moreover, localization errors can cause the RNG to
links in the full graph. produce anon-planar graph we present such a case in

Figure 7. Here, all nodes know their correct positions but

. nodeA. The leftmost topology shows theue positions
3.2 RNG and GG on Non-Unit Graphs of all nodes in the full graph, which is already planar. The

Let us now examine the behavior of the RNG and GG &&nter topology shows the full graph wills errored po-
non-unit full graphs. We separately consider two class@§on. The right topology shows the resulting RNG. There
of pathologies: irregular radio range pathologies, whi@xist an asymmetric link fronA to B in the RNG, and
essentially “delete” links expected to exist given the unf crossing edge in the RN@espite the planarity of the
graph assumption; and localization error pathologies. Mdes’ true positions in the full grapf.hat is, the right-
our discussion, we use only the RNG in our examples, Bi@nd rule chooses a next hop using the erroneous position
all pathologies discussed apply to both the RNG and Giformation of A. Face routing fronSto D on the RNG

because they use the same underlying witness mechariéfiake thetouS-B—-C—-E—-F -G—-A—-B—
in planarization. S, at which point a loop has occurred, and face routing

fails.

Irregular Radio Ranges These pathologies subsume

obstacles., multi—path interference, and non—c.ircular aB-3 A Potential Fix: Mutual Witness

tenna emissions, all of which can cause omission of unit-

graph links in the full graph. In Section 2 (Figure 5), w#lotivated by the fragility of the RNG and GG planariza-
gave an example in which the omission of two links in th@ns on real wireless network graphs, increasing attention
full graph that are shorter than the nominal radio ranjas been paid to improving their robustness. One tech-
causes the RNG to produce a planar but partitioned grapigue,mutual witnesshas received attention in the litera-
We observe further that if onlgneof the two witnesses ture recently [9, 10, 22]. When nodeconsiders whether
were presentg.g.,assume nod®/ is not present in the to keep edgéA, B) from the full graph in the RNG or GG
graph), the resulting planar graph would contain a unigitanar graph, mutual witness dictates thapnly elimi-
rectional link betwee andB. Both partitions and uni- nate edgdA, B) if there exists at least one witness in the



Planarization Type | Phenomenon Partition | Crossing Edges Asymmetric Edges
RNG /GG Non-uniform Radio Range Vv
Localization Error N4
MW and RNG / GG| Non-uniform Radio Range
Localization Error

RGN
<<

Table 1: Pathologies in graphs produced by RNG and GG, and mutual-witness variants, as a function of features in
the full graph.

RNG or GG region that is visibleothto A andB. This 4.1 CLDP Overview
fact may be directly verified with local communication: if
all nodes broadcast their neighbor lists (only a single hopy describe the essential ideas behind CLDP, we start by
then all nodes may verify whether a particular neighbopnsidering a static graph consisting of several nodes and
shares a particular other neighbor. links. We make no assumptions about the connectivity of
The intuition for this mutual witness rule is that it prethis graph ie., to which other nodes a given node may
serves connectivity: edges are only eliminated in the plg connected). However, we do assume that nodes in the
nar graph if a transitive path through a witness is expligraph are assigned positions in some 2-dimensional coor-
itly verified, rather than relying on the location of the witdinate system, that the graph is connected, and that all the
ness (the unit-graph assumption) to assure such a traltigks are bi-directional. We also make several other ide-
tive path’s existence. Indeed, mutual witness does pedized assumptions (like link-serialized execution of the
serve connectivity. Consider the example from Figure rotocol) in the rest of this subsection in order to simplify
Because neithé¥ norW is a witness that is shared botiexposition. We will return a bit later to consider the appli-
by A andB, edge(A, B) will be preserved, and the plana€ability of CLDP to wireless networks: in particular, we
graph will remain connected. will consider the impact of node and link dynamics, and
Unfortunately, mutual witness suffers from another ilPresent a truly distributed realization of CLDP.
on some non-unit graphs, it wilkave crossing edgen The high-level idea behind CLDP is simple: each node,
the graph produced by the RNG and GG. Figure 8 shoimsan entirely distributed fashioprobeseach of its links
just such an example. Obstacles block lirfkeD) and to see if it iscrossed(in a geographic sense) by one or
(B,C). Two crossing edges remain because there aremore other links. A probe initially contains the locations
witnesses in common betwe@&mndC or betweerB and of the endpoints of the link being probed, and traverses
D. Yet either of the two crossing edges could be removete graph using the right-hand rule. For example, in Fig-
and the output of the RNG would then be properly planame 9, consider a probe originated by nddléor the link
Thus, mutual witness cannot render all non-unit grapti3,A). It contains the geographic coordinates band
planar. A, and traverses the graph using the right-hand rule, as
We summarize our findings from this section in Teshown by the dashed arrows. When the probe is about to
ble 1. We have found example topologies that elicit dllaverse the edg@,C), nodeB “notices” that this traver-
these pathologies in the RNG and GG, and in their mutuail would crosgD,A); B records this fact in the probe
witness variants, but omit them in the interest of brevitgo that when the probe returnsoD notices a cross-link
In sum, we know of no efficient, distributed planarizatioand “deletes” either theA, D) link or the (B, C) link (after
method that produces graphs on which geographic roatmessage exchange witor with C). By symmetry, the
ing must succeed fromeal radio network graphs. In thecross-links would have been detected by a probi@dD)
next section, we present a planarization methodphat- originated byA or a probe of B,C) originated either by3
ably produces graphs on which geographic routing alwagsC.
succeeds, foarbitrary undirected connected graphs. Care must be taken in dealing with degenerate cross-
ings caused by exactly collinear links. One way to deal
with these is to randomly, but slightly, perturb the reported
4 Cross-Link Detection Protocol location of each node to make the likelihood of such links
vanishingly small. Another is to carefully define face
Having established that face routing can fail with existiriggversal on the degenerate (zero-area) faces caused by
planarization techniques when the unit-graph assumptffactly collinear links. To simplify our discussion, we
is violated, we now proceed to describe the Cross-Lit@nore such degeneracies in the rest of the paper.
Detection Protocol (CLDP). Our exposition of CLDP’s We have described CLDP in a decentralized fashion,
various mechanisms is informal and uses simple topolm#t to understand CLDP’s properties, it helps to envision
gies as examples or counter-examples. The next sectiva results of applying CLDP on all links of a static(,
presents a more formal analysis of CLDP’s correctnessunchanging), arbitraryi.e., no specific connectivity as-



Figure 9: CLDP Probing us- Figure 10:..., Case 2. Figure 11:..., Case 3. Figure 12:..., Case 4.
ing right-hand-rule, Case 1.

sumptions), connected graph. Initially, assume that ather problems: how CLDP deals with cross-links whose
the links in this graph are markedutable Then, sup- removal would partition the routable subgraph, and how
pose that each link is probed repeatedly and in some or@&DP detects multiple cross-links.
with the constraint that only one probe is active at any
given time (this is an idealization we relax Iatgr). AsWwg@ 2 Partitions in the Routable Subgraph
have described above, a probe may cause a link to be re-
moved. When we say CLDP “removes” a link, we medn Figure 10, the removal of théB,C) link would dis-
that the link is markedhon-routable The set of routable conneciC from the rest of the network. Similarly, in Fig-
links forms aroutable subgraphFurthermoreall CLDP ure 11, the removal of th@\, D) link would disconnecb,
probes traverse the current snapshot of the routable suind in Figure 12 the removal of either crossing link would
graph Cross-links are not always marked non-routableartition the network.
we show later how CLDP preserves cross-links the dele-To understand how CLDP deals with this situation, ex-
tion of which would render the routable subgraph discoamine the paths taken by the CLDP probes originated by
nected. The probing stops when subsequent probingDoin each of the figures (by symmetry, one can make sim-
links would not cause any link to be marked non-routabléar observations about probes initiated®)y Notice that

As we show in Section 5 (and our simulations of Sea every case, when disconnecting a crossing link would
tion 6 bear this out as well), using face routing on thegartition the graph, the CLDP probe traverses that link
resulting routing subgraph iguaranteed not to faibe- once in each directian In Figure 11, for example, the
tweenany pair of nodesnany arbitrary graph (We say a CLDP probe returns t® over the link on which it was
routable subgraph safeif face routing is guaranteed notsent (.e., the (A, D) link). Intuitively, it is clear why this
to fail on that subgraph). This result is surprising for thghould be so: there is no closed face over which the probe
following reason. It is easy to see that CLDP attempts¢an return. In Figure 10, the CLDP probe originated by
planarize the routable subgraph by removing cross-link3 traverses link B,C) once in each direction. From this,
and face routing is known not to fail on a planarized grapB.(or C) can infer that removing linkB,C) would cause
However, there is na priori reason to believe (and noa partition. Figure 12 shows a scenario where removing
prior literature that suggests) that using the right-hand righer link would partition the routable subgraph.
repeatedly to detect and remove cross-links will alwaysWhile we have given the simplest possible examples,
result in a planarization (modulo the cross-links that needr observations generalize easily to arbitrary topologies
to be preserved to avoid disconnections) on an arbitratyached to the “non-removable” link. For example, if in
graph. Figure 10, nod€ were connected to many “clouds” (Fig-

As a practical matter, other forwarding strategies alsoe 13), the CLDP probe would return on tf& C) link.
work perfectly on the CLDP-derived routable subgraphs, Thus, when a CLDP probe traverses either the link be-
such as GPSR’s combination of greedy- and perimetitrg probed (or its cross-link) in both directions, CLDP in-
mode traversals [11], and GOAFR’s improvement thigrs that removal of that link could disconnect the routable
uses ellipses to bound face traversals when possible [B4ibgraph, and does not remove the link. By this rule,
Note further that greedy forwarding uses the full gragBLDP would mark both th¢A, D) and the(B,C) links in
(including links marked “non-routable” by CLDP); onlyFigure 12 routable. We point out an important property of
face routing uses the CLDP-derived routable subgrafte routable subgraphs derived by applying CLDiRey
during recovery from local maxima. may contain crossing links

In describing CLDP, we have made two simplifying as- Thus, the correct rule for marking links non-routable
sumptions: strictly sequential probing of links, and nean be stated as follows. Suppose any ndaobes an
node or link dynamics. In the following sub-sections wettached link_ and finds a cross-link’:
discuss how we augment CLDP to relax these two as-e Case 1: If bothL andL’ can be removedi.€., the
sumptions. Before doing so, however, we consider two CLDP probe traversed neither link twice), remdve



Figure 13: Effect of “clouds™.. Figure 15: Multiple CrossFigure 16: Repeated CLDP

Figure 14: Routable sub- robes
on probes. graph depends on probe 0r|_nks. P '

dering.

e Case 2: IfL can be removed, bt cannot, remove ure 17. In this topology, CLDP probes from either end of
L. the (B,C) link are confined to the adjoining triangles, and
are unable to detect tH&,Y) link. The (B,C) cross-link

« Case 3: Ifl. cannot be removed, buf can, signal is only detected after repeatedly probing theY) link.

the appropriate nodes to remave

e Case 4: If neither link can be removed, do nothing. .
Consider the application of this rule to the network if-4 ~Concurrent Probing

Figure 14, vvhich illuminates. an important property thus far, we have assumed that CLDP probessarée
CLDP: thatdlfferentroutable sub-graphs may be 9€Nehjized However, this kind of global serialization is un-
ated by applying CLDP to the same graph, dependiggye\ape without significant messaging cost in large net-

upon the order in which links are probed. For examplgy s A design that permits nodes to probe links concur-
if (A,B) were probed first, thefC, D) would be removed, rently is clearly more desirable.

and vice versa. Unfortunately, concurrent probing can render the rout-
ing subgraph disconnected. Consider Figure 9 and assume
4.3 Multiple Cross-Links that while D probes link(A,D), C concurrently probes
link (B,C). When each probe returrS andD each detect
Thus far in our discussions, we have assumed that a lankross-link, and mark their directly attached links non-
is crossed by at most one other link. But consider theutable (assume that either link can be removed), leaving
situation depicted in Figure 15 where a long lij’ B) is  the routable subgraph disconnected. Such a race condition
crossed by three other links. In arbitrary graphs, of coursan be prevented using a simpie-breakrule that deter-
this situation will not be uncommon. ministically decides which cross-link should be deleted.
CLDP generalizes rather easily to this case. Repeatedigwever, the tie-break rule does not guarantee correct-
probing a link until no removable cross-links are foundess in the general case.
will keep the resulting routable sub-graph safe. ConsidefWe now describe a stronger approach catled phase
Figure 15 and assume thBiprobes link(A, B). The first probingwhere a node can removes a link in a face only
such probe will traverse the faces shown, detecting tivaen no other node attempts to remove links in the same
cross-link(X,Y), which will be removed. A second probdace. In this approach, CLDP cross-link detection and re-
sent byB (Figure 16) will detect théX,W) cross-link, moval is split into two phases. In the first "probe” phase,
resulting in the removal of that link (and so on). aprobemessage for each link traverses a face to see if the
Our examples of multiple cross-links are a bit misleadlnk is crossed by other links in the face. When fitebe
ing, as they suggest that repeatedly probing a link will deressage has returned to sender node, if its result is case
tectall cross-links. This is not, in general, true: probindy or case 2 as described in Section 4.2, the node initiates
oneof a pair of cross-links is not guaranteed to find thee second "commit” phase. If its result is case 3, the node
crossing (intuitively, that link may be obscured by othesjgnals the other node, which has a cross link detected in
perhaps non-removable) links. The other link may al$probe” phase, to initiate "commit” phase. In the second
have to be probed (from both ends) before the cross-litdommit” phase, a node sendscammitmessage to the
is detected. Consider, for example, the topology in Figrobed link and sets link state to "committing”. dom-
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Figure 17: Probing a link may natigure 18: Link state diagram for CLDP.
detect a cross-link. Figure 19: Figures for proof sketches

mit message informs all nodes in the traversing face thaOur focus in this paper has been to demonstrate the ex-
the sender of theommitwill remove a link from its pla- istence of one mechanism that renders CLDP race-free.
narized graph. Furthermore, if multiple committers comccordingly, we have implemented this described mech-
currently walk in the same facecammitmessage is usedanism, and our simulations suggest that it works well.

to determine exactly one winner. CLDP uses a simple tie-

break to do this: when @emmitmessage reaches anothe, . o .

"Committing” link in the traversing facge, if its link identi- 4'5 Link Addition and Deletion

fier is less than link identifier in theommitmessage, the To make CLDP practicaL we must augment it to behave
commitmessage is dropped. Conversely, if its link identiorrectly under dynamics, such as node and link fail@res.
fier is greater, theommitmessage continues its face walky Section 6, CLDP with théwo phase probingnecha-

and the link aborts its commit phase. nism described in Section 4.2 works well under network

The state diagram in Figure 18 describes two phagghamics, such as link addition and deletion.
probing. Each node participating in the procedure is in

one of five states: .
4.6 Putting It All Together

In the preceding sub-sections, we have described various

Probing : After a probemessage is sent, the link keepdspects of CLDP’s design. In our discussions, we have
"Probing” state until therobemessage has returnedssumed arbitrary connectivity; this is a radical departure
or a probing timer is expired. from models considered in previous geographic routing

proposals, which are largely based on unit-graph assump-

Sleep : If the result of theprobe message is "no crosstions or variants thereof\WWhydoes CLDP result in safe
link” or case 4 described in Section 4.2, the link sebutable subgraphs? Essentially, CLDP is a distributed
its state to "Sleep”. Moreover, in case of the lattgrlanarization procedure that finds cross-links in a graph,
result, the link is marked with "keep-link” flag. Aand eliminates them when doing so would not disconnect
"sleep’-ing link can be woken up latef. the routable subgraph. Face routing on this “almost” pla-

o . ) _ nar graph never fails. This is the intuition that we make

keeps "Committing” state until theommitmessage

has returned, or anotheommitmessage that over-

rides its own (using the commit tie-break described§  Proof Sketches of Correctness

above) is observed, or committing timer is expired.

If a probemessage or signalis observed in "Com- Because of space constraints, we provide sketches of
mitting” links, it is dropped. proofs for our two basic results. Recall that, as stated in

) . . Section 4.1, we assume that full graphs have no degenera-
Non-routable : If a commitmessage is successful, th%ies: no vertices are coincident, and no pairs of edges at

committed link is removed from planarized grap:@single node have the same incident bearing. We use the

Idle : The link is periodically and continuously probed.

When this happens, the two adjacent links obtaingd; ying notation. The set of edges of a graph is denoted

by applying both right-handed rule and left-hand E, and individual directed edges are denotedbwith
rule to "Non-routable” link set their states to "Idle”
and set their "wakeup” flags. 8We have not explicitly considered node mobility in our evaluations
of CLDP, but have left that to future work. In principle, CLDP wouldn’t

“When acommitmessage with a special "wakeup” flag is observedieed additional mechanisms to function under mobility, and would work
an adjacent link is removed from planarized graph, or an adjacent neiglell when link disconnections due to mobility occur on much longer
bor is disconnected timescales than the time required to complete CLDP probes.




e_j denoting an edge in the opposite direction. Since weThis result shows that if we had used a version of CLDP

have assumed symmetrical links,c E = e_j € E. The that eliminatedall crossings then we would end up with a

set of vertices is denoted by, and the starting point of set of connected planar components.

an edge is given bg(g) € V and the finishing point of an  To help state our next result, we term a graplhDP-

edge is given byf (g) € V. A path is a sequence of edgesstableif CLDP would not eliminate any edge in the graph,

e1,e,...such thas(e;1) = f(&). For each graph definewere the edges probed in serial fashion.

a (perhaps empty) set of crossirgseach element af is

a pair of edges that intersect in the plane. Theorem 5.2 Geographic routing never fails on a con-
Note that all face walks eventually return to their starected CLDP-stable graph.

ing points. We use the following terminology to describe

how they return. An edge wingly-walkedf a face walk

starting on that edge does not return via that same e

(in the opposite direction). An edgedsubly-walkedf it

returns via the same edge in the opposite direction.

general rule in CLDP is that when a crossing is detectéE, i . .
no doubly-walked edge can be removed thevw line segment at a point closer than where the orig-

We start with a general observation about crossings'Jfting link crosses. Thus, the face walk mosaty cross
connected graphs.

Sketch of Proof: Assume that a connected gra@hs

P-stable but has a routing failure. As we discussed
IT Section 2, a routing failure from a poimatto a pointw
TRGeUrs when a face walk starting on a link that straddles
e line segment betweanandw does not pass through

VW either at or behind the previous crossing; or through
the continuation offw behindyv; or through the continua-

Theorem 5.1 If a connected graph G has at least ondOn Of VW beyondw. Here we assume the latter case, but

crossing, then there is at least one face that has a crossifi!” discussion with slight modification applies to any of
the three cases. For this case, we have a picture that looks

Sketch of Proof: Consider a connected graghthat generally like that shown in Figure 19(b).
has at least one crossirigg., C is nonempty. Then thereis We have a face that surrounds the paintand a path
some pair of crossed edges, call therrey, and a path be- from v to w that intersects the face; let edge denote
tween these crossed edges that we denom l&g,...ec. the edge that intersects this face amddenote the edge
If there are any pairs of edges on this path that ari€,inon the face that is crossed. We have a mtley,. .., e
then we can choose that crossing instead (using the sulfigeh e; back to the crossing &. All edges on the face
of the path between these two crossed edges). Repeatingoundingv are singly-walked, so the crossing involves
this, we find a crossing and a path such that the path cahleast one singly-walked edge. We proceed to prove that
tains no other crossings. We then have a situation assuth an example violates CLDP-stability; in other words,
Figure 19(a). the presence of a crossing with at least one singly-walked
The portion of the path between the crossing point aedge implies that there is a face walk with a crossing with
around the series of edges back to the crossing point bakast one singly-walked edge.
a well-defined interior and exterior. Among all such con- We can't, as above, insist that there are no other cross-
figurations like that in Figure 19(a), we pick the one wittngs on the path. However, we can choose an exam-
the minimal area in the interior. ple where all such intervening crossings involve two
We now start a face walk at edge (we can assume,doubly-walked edges; by the same reasoning as above, if
without loss of generality, that the right-hand rule frein there were another crossing involving at least one singly-
points towards the interior of the path; if not, we start thealked edge then we could pick that crossing instead.
walk atey). We know the face walk must eventually returifthus, we have a picture like that in Figure 19(a) except
to s(ep). Thus, the face walk must eventually cross thbat here the path can have self-intersections.
path, because the pois(ie; ) is exterior to the path and the We now construct a series of subpaths from this path
face walk is oriented inwards (so any deviations from ttieat will have a well-defined interior and exterior. Con-
path point inwards). If the face walk passes through edgjder the seC of crossings for which both edges are in
&, or crosses itself, we are done. If the face walk does ribe path. Define thelass-1 boundargs follows. Starting
pass throughe and does not cross itself then it must (gt edgee;, continue along the path until you hit an edge
leave the path at some point, caljiand (b) cross the pathe; with a pair(ej, e ) € C for someeg; at this point stop
somewhere other than at (and farther along the paththe subpath and jump to the last occurrenceyah the
thanv). Lete; denote the link that crosses the path, and path, and continue until another crossing is encountered.
be the link that it crosses. Then we have a new crossiRgpeat this process until you reagh This results in a se-
pair, e, &, with a path that is comprised of the old pathies of paths which intersect at the end edges; this bound-
from v to & and the face walk fronv to e;. This path ary begins at edge; and ends at edgg. This boundary
outlines a strict subset of the area outlined by the previduss a well-defined interior and exterior.
path. This contradicts our minimality assumption. Thus, One can define the set ofass-2 boundarieby starting
the face walk for this minimal area path must cross itse#t each of the crossings and following the original path
QED. rather than the shortcut (in this case, one such subpath
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would start a; and end ag). Similarly, one can recur- In this section, we compare (whenever appropriate)
sively define clasg-boundaries for increasing valuesof CLDP’s performance against three alternativéBSRde-
Of the set of all paths connecting crossings that haverates the full implementation of GPSR using the Gabriel
least one singly-walked link, pick one with the minimaGraph for planarization, greedy forwarding, and perime-
class-1 area. If there are several of those, pick the dee traversal for routing around voids. We uS®SRto
with the minimal class-2 areefc. provide context for CLDP’s performanc&PSR- PLAN
We now define aeduced face walk A reduced face denotes a protocol that forwards packets using GPSR on
walk eliminates the portion of the face walk in betweethe full connectivity graphi(e., withoutplanarization).
walks over a doubly-walked edge. That is, when a faGPSR— PLAN delineates the baseline performance of
walk encounters a doubly-walked edge it will go on face walking on the networks we stud@PSR+ MW P
some path and then return \8a;. The reduced face walkincludes, in addition to GPSR and planarization, an imple-
eliminates the portion of the pa#,...,e_j. The result- mentation of the “mutual witness” procedure for avoiding
ing reduced face walk is the same as if the doubly-walkadidirectional links and disconnections in the planarized
links did not exist. Note that a reduced face walk consigigaph whenever the unit-graph assumptions are violated
solely of singly-walked edges. (Section 3). GPSR+ MW P quantifies the inadequacy of
We now apply the reasoning from the previous prodhat proposed fix for planarization failures, thereby high-
except we use reduced face walks, and we are concerlightting the need for CLDP.
only about crossings of the boundaries, not the path itselfin each of our simulations, we use a 200-node topol-
(the path might enter the interior of the boundary). Asgy in which nodes are randomly positioned on a fixed-
before, we start a reduced face walk with the edge that gige two-dimensional surface. We conduct simulations on
know to be singly-walked. If the face walk passes througlvo types of networks: wireless networks with an ideal-
g or crosses itself we are done. If not, then we followed radio model with circular radio ranges (we introduce
the reduced face walk until we cross the boundary. Adality in the form of obstacles), and Bernoulli random
this point we have an example of a crossing connectgiphs which have a fixed connection probability for any
by a boundary that sweeps out a smaller area. Moreoygiir of nodes, regardless of Euclidean distance between
because we used the reduced face walk, we know thattienodes. For our wireless network simulations, we eval-
crossing involves at least one singly-walked link. Thigate the performance of our various geographic routing
line of reasoning needs to be adjusted somewhat bapestocols as a function of node density. Our measure of
on where the first deviation from the path occurs. If density is the average number of neighbors of a node. We
occurs before the first path crossing, then we use the classale the area of the surface in order to vary node density;
1 boundary; if it occurs after the first crossing, we use tiier our highest density we use an area of 1300 by 1300
class-2 boundargtc. In this way, we always are doing aunits, while for our lowest, we use an area of 2000 by
reduced face walk within a boundary of minimal area ar®®00 units. The radio range is 180 units.
find a contradiction when we cause a new cross@ED.  |n our simulations with obstacles, the number of obsta-
cles is indicated by a parametirsuch thatf N is the to-
. . tal number of obstacled\(is the number of nodes). Each
6 Simulation Results obstacle is of fixed length (45 units) in each of our sim-
ulations. The mid-point of the obstacle is randomly po-
Our proof focused on CLDP’s correctness on statifioned on the two-dimensional surface, and the orienta-
graphs. However, to show that CLDP is practical on regdn of the obstacle is equally likely to be either vertical
wireless networks, we examine the performance of CLIYP horizontal. This obstacle model helps us stress CLDP
through simulation. and other protocols to varying extents in order to measure
their performance.

Methodology and Metrics We implemented CLDP  Our Bernoullirandom graphs are generated in the obvi-
(and other geographic routing protocols, described belodgs way: we flip a coin for each pair of nodes, assigning a
in TinyOS [8], the event-driven operating system used dnk between them with the desired connection probabil-
the Mica-2 motes. TinyOS code can be directly executéy
on TOSSIM [16], a process-level simulator that can be For each simulation run we first generate a network
used to directly debug and evaluate sensor network appiology. We then ensure that the topology is connected.
cations and protocols. In this section, we report simulat the beginning of the simulation, TOSSIM enforces a
tion results obtained from running CLDP and other protboot-up time during which nodes are started randomly.
cols using TOSSIM’s support for packet-level simulatiorin our simulations, our 200 nodes are started randomly
Our implementation of CLDP in TinyOS is 750 linesn the first 30 seconds. Following the boot phase, each
of nesC code. This implementation largely follows thgimulation run consists of two phases. In the first phase,
description of the protocol in Section 4. GPSR is usedwe let the appropriate routability determination protocol
route packets to their destinations. (CLDP, or GPSR'’s planarization and/or mutual witness
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Figure 20: Success rate fors obstacles. Figure 21: Success rate folON obstacles.

procedure) execute at each node long enough for the raethieves 100% success at all but two values for density,
work to converge. In the second phase, we send pabkt with more obstacles it is never perfect except at the
ets pairwise bidirectionally between nodes in a stagget@ghest density. As we argue in footnote 2, we believe it
manner to minimize wireless collisions. This latter phas®unacceptable for a routing protocol to exhibit persistent
tests for routing failures. For each data point in the graptmiting failures, even if for only a few source-destination
below, we run 50 random topologies. We have verifigzhirs.
that this is sufficient to produce negligible 95% confidence Figures 23 and 24 plot the average stretch as a function
intervals for the average values of our metrics. of node density for our various protocols when the num-
We do not simulate packet losses due to interfereriger of obstacles is.BN and 10N respectively. CLDP
or buffer overrun in either phase. Packet losses woughibits an average stretch between 2 and slightly above
increase the convergence time of CLDP, or would altér with a higher stretch at lower densities and when there
the level of concurrent probing in CLDP. Our simulatioare more obstacles. CLDP outperforms GPSR+MWP in
methodology already introduces significant concurrentiyls respect. CLDP removes only cross links. In contrast,
by ensuring that all nodes start at nearly the same tin@PSR+MWP removes all links that are witnessed by pla-
More detailed simulations with realistic loss models is leffarization. Hence, this property makes CLDP to get better
to future work. Our simulations do drop packets, howevgrerformance than GPSR+MWP. Because GPSR succeeds
when face routing fails. in “easy” paths and fails, intuitively, “difficult” paths for
We use two primary measures of performancehich CLDP and MWP have to “work” hardet.€., have
The success ratemetric measures the fraction ofonger path lengths), GPSR is not shown in these figures
sender/receiver pairs for which packet transmissitimat are results from computing stretch only for successful
from a sender is successfully received. Ténerage paths. This is evident from the CDF of stretch for CLDP
stretch measures the average of path stretch for ea@hgure 22, with 10N obstacles). Notice the long tail of
sender/receiver pair. The stretch of a path is the ratioth& distribution with some paths having a stretch of over
the number of hops using the appropriate routing sche@@®0! However, across the range of densities we explore,
to the number of hops in the shortest path. We also eve-95% of the paths have a stretch less than 2.
uate the overhead and convergence time of CLDP; we de-
fine these metrics below.
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Wireless Networks with Obstacles Figures 20 and 21
show the success rate as a function of node density for our
various protocols when the number of obstacles.#NO

and 10N respectively. As expected, CLDP allows perfect
delivery success across all node densities we evaluated.
Interestingly, GPSR’s planarization procedure fails rather
dramatically in the presence of even a moderate num- — . o o
ber of obstacles. In these circumstances, it appears to be Stretch

more advantageous to simply use GPSR on the connectiv-
ity graph without planarization. The mutual-witness pro-
cedure fixes many of GPSR’s shortcomings and is close
to being perfect in some cases. With fewer obstacles itFinally, we have computed our two metrics for two lev-
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Figure 22: CDF of stretch (ON obstacles).
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els of localization error, when the error in each coordsome idea of the overhead incurred by CLDP. In our ex-
nate is uniformly distributed about an interval of widtiperiments for measuring overhead, after a network has
0.15R and 030R respectively, wher® is the nominal ra- reached steady state, two nodes not directly connected to
dio range. The behavior of each of our protocols is quaach other are randomly selected and an additional link
itatively similar to that with obstacles, so we omit thosketween two nodes is activated. Tinerheads the total
graphs for brevity. number of CLDP control messages (probe and commit)
traversing a link in either direction until network has con-

. verged.
Random Graphs To stress CLDP, we also simulated

it on Bernoulli random graphs with various connectivity Figure 27 plots the distribution of link overheads av-
probabilities. As Figure 25 shows, CLDP exhibits no rouraged over 20 times link-addition on each 50 wireless
ing failures even on random graphs. By contrast, all otHéPologies. It shows that about 85%-90% of links see less
variants exhibit significant routing failures on sparse rafian 4 messages, but a very small fraction of links see up-
dom graphs (low connection probabilities). In particulawards of 100 messages. This latter phenomenon can be
MWP exhibits more systematic routing failures than d#xplained as follows. Assume that a new link is added
wireless networks. Clearly, none of these protocols ailich crosses existing edges. When CLDP removes these
practical for routing on random graphs. crossing edges, it needs to wake up all links on the faces
As one would expect, CLDP’s stretch is rather higq;\QJacenF to the removed link in orde_r to detect succes-
for the reason described above. On some paths, CLBjgely hidden cross-edges. These links genepsiibe
exhibits a stretch above 400 (graph not included fB¥essages to see if they are cr_osse'd by others. Hence,'the
space reasons). GPSR’s stretch is not compared winber of message observed in a link depends on the size

CLDP'stretch since GPSR fails most paths. of the face. Clearly, in our wireless topologies (particu-
lar in the ones with lower density), there exist long faces.

This effect is more pronounced for our random topologies.
Overhead We measured how many CLDP messages dfiggure 28 plots the distribution of link overheads averaged
needed to add a link to wireless networks witBNL ob- over 20 runs on 50 Bernoulli random topologies. It shows
stacles and to Bernoulli random graphs. This gives tisat about half of links see less than 2 messages and about
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Figure 29: Convergence time distributions for wireless higure 30: Convergence time distributions for Bernoulli
work with 1.0N obstacles. random graphs.

half of links see between 380 and 400 messages. eventually become “ldle”, and are CLDP-probed. After
probings to all links are stopped, we sent packets between

i each pair of nodes in staggered manner and to check if
Network Convergence Time We measured how fastihey are successfully delivered to destination node.

CLDP converge both on wireless networks wittON

obstacles and on Bernoulli random graphs. In experi-"Node density] 8.8 7.0 5.7 4.7
ments of convergence time, 200 nodes are initially started—s,ccess ratd 100% | 100% | 100% | 100%
roughly simultaneously. Theonvergence timef a link
is defined as the time after which link's state becom@able 2: Result of network dynamics experiments on
“Sleep” or “Non-routable” {;e., a routable link remains wireless networks.

routable, a non-routable link remains non-routable). Fig-

ure 29 and 30 show the convergence time distribution f"rConnection prob] 10% | 8% 6% 2%
various links on wireless networks and Bernoulli random Success rate | 100% | 100% | 100% | 100%
graphs. The convergence time is the number of probing
to links. In Figure 29, about 95% links converge within 4aple 3: Result of network dynamics experiments on
times link probing intervals and all links converge withiBernoulli random graphs.

9 such intervals. For random graphs (Figure 30), as ex-

pected, link convergence times are longer. Even so, all

links in our random graphs converge within 25 probing As is shown in Table 2 and 3, CLDP on Bernoulli ran-
intervals. om graphs as well as wireless networks with 1.0N ob-

stacles achieve 100% success at network dynamics exper-
iments.
Network Dynamics Finally, we conducted experiments
to evaluate how resilent CLDP is to network dynamics.
These experiments were done on 200 wireless networks
with 1.0N obstacles as well as 200 Bernoulli randorfSBummary In all of our simulation experiments, we
graphs. In all experiments, we took each given topdbund notone counter-example for CLDP’s correctness.
ogy, and randomly selected some links and marked th&@hDP exhibits reasonable stretch, overhead, and conver-
as “Non-routable”. Then, we let CLDP execute at eagence times. as well as it work well under network dy-
node. Initially, these “Non-routable” links are not usedamics. There is also room to examine techniques for
for CLDP probing. Over time, these links are woken ujpwer overhead.
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Conclusion 8]

In this paper we have motivated, described, and evalu-
ated CLDP, which, to our knowledge, is the first dis-
tributed planarization protocol that renders geographic

routing provably correct on arbitrary graphs. While ou
initial simulations indicate that CLDP is quite practical,
significantly more evaluation and experimentation is re-
quired to fine-tune some of CLDP’s mechanisms. We are

o)

0]

right now poised to deploy CLDP on a testbed of 20 Mica-

2 motes, using the same nesC implementation used for the

simulations in this paper. Our next experiments on opn]
testbed, will focus on observing CLDP’s behavior under
network dynamics, where nodes and links fail frequently.

We close by observing that we expect CLDP will be of
great benefit for performing geographic routing without
location information. While previous work [19, 18] ha$l2]
had to assign nodes coordinates in a way liwdlhensures
routing correctnesandoffers minimal stretch, CLDP de-
couples coordinate assignment from routing correctne %
as it renders geographic routing successful on arbitrary
graphs. We therefore expect that it will be straightforward
to develop efficient coordinate assignment techniques for
use in conjunction with CLDP in wireless networks withf14]
out localization capabilities that produce routes with low
stretch.
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