
GeoGRID: A Geoasting Protool for Mobile AdHo Networks Based on GRID�Wen-Hwa Liao1, Yu-Chee Tseng2, Kuo-Lun Lo1, and Jang-Ping Sheu11Department of Computer Siene and Information EngineeringNational Central UniversityChung-Li, 320, Taiwan2Department of Computer Siene and Information EngineeringNational Chiao-Tung UniversityHsin-Chu, 300, TaiwanEmail: ytseng�sie.ntu.edu.twAbstratA mobile ad ho network (MANET) is one onsisting of a set of mobile hosts apableof ommuniating with eah other without the assistane of base stations. One prospetivediretion to use suh networks is to adopt positioning devies (suh as global positioningsystem, GPS) to provide loation-aware servies. This paper disusses an attrative serviealled geoasting, or loation-based broadasting, whose goal is to send a message targetedat mobile hosts resident within a spei�ed geographial region (suh as a building, a street,a ommerial area, et.). In this paper, we propose a new routing protool for geoastingalled GeoGRID, whih is based on our earlier uniast protool GRID [14℄. The protool isfeatured by utilizing loation information, on�ning the ooding zone, and eleting a speialhost in eah grid area responsible of forwarding the geoast messages. Simulation resultsshow that our GeoGRID protool an redue network traÆ and ahieve higher data arrivalrate.Keywords: geoast, Global Positioning System (GPS), loation-aware appliations, mobile adho network (MANET), mobile omputing, wireless ommuniation.1 IntrodutionThe advanement in wireless ommuniation and eonomial, portable omputing devies havemade mobile omputing possible [7℄. One researh issue that has attrated a lot of attentionreently is the design of mobile ad ho network (MANET). A MANET is one onsisting of aset of mobile hosts whih an ommuniate with one another and roam around at their will.No base stations are supported in suh an environment. Due to onsiderations suh as radiopower limitation, power onsumption, and hannel utilization, a mobile host may not be able�This researh is supported in part by the Ministry of Eduation, ROC, under grant 89-H-FA07-1-4 (LearningTehnology), and the National Siene Counil, ROC, under grant NSC89-2218-E-009-093 and NSC89-2218-E-008-002. 1



to ommuniate diretly with other hosts in a single-hop fashion. In this ase, a multi-hopsenario ours, where the pakets sent by the soure host are relayed by several intermediatehosts before reahing the destination host. Appliations of MANETs our in situations likebattle�elds or major disaster areas, where networks need to be deployed immediately but basestations or �xed network infrastrutures are not available. A working group alled \manet" hasbeen formed by the Internet Engineering Task Fore (IETF) to study the related issues andstimulate researh in MANET [1℄.Sine a MANET is likely to operate in a physial area, it is very natural to apply loationinformation of mobile hosts on suh an environment. We all this property loation awareness,meaning that a mobile host may know its own physial loation, and the physial loations ofsome other mobiles (perhaps through ommuniation). One way for a mobile host to know itsurrent loation is through a GPS (global positioning system) reeiver onneted to the host[6, 10℄. It is worth noting that GPS-related appliations are quikly gaining popularity. Asobserved in [9, 13℄, loation-aware or ontext-aware appliations will be an important domainin mobile omputing. Examples inlude navigation systems, telemati systems to failitateommuniation with moving vehiles, geoasting, and tour guide systems. The GPS reeiveran determine its position, veloity, and preise timing from the information reeived from thesatellites. The auray of the GPS system ranges from tens to hundreds meters. To improve itsauray, assistane from ground stations an be applied. Suh systems, alled di�erential GPS(DGPS), an redue the error to less than a few meters [13℄. Availability of loation informationmay have a broad impat on di�erent protool layers in a MANET. In [11, 12, 14℄, loation-aware uniast routing on MANET is disussed. They try to use the loation information of thedestination node to redue the overhead of route disovery. In [16℄, loation information is usedto assist broadasting in a MANET.This paper investigates the geoasting problem in a MANET. A geoast is to send a messagefrom a soure host to all mobile hosts resident in a given geographial region. Although the goalis to send a message to a group of hosts, this problem distinguishes itself from the traditionalmultiast problem in that the reeiving hosts are spei�ed by loations, instead of partiularmultiast addresses. In geoasting, the hosts eligible of reeiving the messages are impliitlyspei�ed by a physial region. Further, the reeiving members may hange dynamially bytime due to host mobility. Geoasting may have many interesting appliations. It an be usedto perform regional broadast to deliver geographi-related ommerials, advertisements, et.Sending emergeny messages to a spei� area (suh as a building, an assembly �eld ground,a gymnasium, a bus/train station, et.) is another example. One diret solution to geoastingis to apply existing multiasting protools for MANET (suh as [2, 4, 5, 17℄). However, sineMANET is typially haraterized by high host mobility, the movement of hosts may ausefrequent reon�gurations of the multiast tree (and thus high tree maintenane osts). Anotherapproah is by ooding. However, as pointed out in [16℄, ooding in a MANET may ause alot of ontention, ollision, and redundany. To redue to ooding ost, it is proposed in [12℄2



to utilize the urrent loation of the soure host and the target geoasting region to limit therange of ooding. In this paper, we propose a new approah alled GeoGRID for geoasting ina MANET. This protool is an extension of our earlier protool GRID [14℄, whih is for uniast.In GeoGRID, we treat the geographi area as a number of logial grids, eah as a square. Ineah grid, one mobile host (if any) will be eleted as the leader of the grid. Geoasting is thenperformed in a grid-by-grid manner through grid leaders [14℄. Through simulations, we justifythat our GeoGRID protool not only redues the network traÆ, but also inreases the arrivalrate of geoast messages.The rest of the paper is organized as follows. Setion 2 presents some bakground andmotivation of this work. Our protool is developed in Setion 3. Experimental results areshown in Setion 4. Setion 5 onludes the paper.2 Bakground and Motivation2.1 Review of Geoasting ProtoolsThe geoasting problem is �rst proposed by Navas and Imielinski [15℄. In that work, whihfouses on the Internet, multiast group members are de�ned as all nodes within a ertainregion. To support loation-dependent servies suh as geographi advertising, three approahesare suggested: (i) geo-routing with loation-aware routers, (ii) geo-multiasting modi�ed fromIP multiast, and (iii) appliation-layer solution extending from Domain Name Servie (DNS).The �rst geoasting work on MANET is [12℄. Their sheme is based on on�ned ooding.Loation information of the soure host and the destination zone is used de�ne the ooding area.Spei�ally, the forwarding zone is de�ned to be the smallest retangle that inludes the loationof the sender and the destination region, suh that the retangle is parallel to the X (horizontal)and Y (vertial) axes. For example, in Fig. 1, the geoast region is the retangle bounded byO, P, B, and Q. If S is the soure, the forwarding zone will be the retangle bounded by S,A, B, and C. Node S, when initiating a geoast, will inlude the oordinates of the forwardingzone. A node within the forwarding zone (suh as node I in the �gure), on reeiving the geoastmessage, will rebroadast the message. However, a node not within the forwarding zone (suhas node J), will disard the message.

Fig. 1: Forwarding zone in the geoast protool by [12℄.3



Fig. 2: Logial grids to partition a physial area.2.2 Observations and MotivationsIn [12℄, although using forwarding zones an avoid network-wide ooding, there may still exista lot of unneessary ooding pakets within a forwarding zone. It is worth pointing out thatooding is an unwise, and sometimes very ostly, operation. As demonstrated in [16℄, oodingmay ause a storming e�et with serious redundany, ontention, and ollision.First, beause radio propagation is omni-diretional, a physial loation may be overed byseveral retransmissions of the geoast message from its neighbors. Exept the �rst message,the other retransmissions are redundant to this host. Seond, heavy ontention ould existbeause rebroadasting hosts are probably lose to eah other. Third, ollisions are more likelyto our beause the RTS/CTS dialogue is inappliable and the timing of rebroadasts is highlyorrelated. Colletively, these problems are alled the broadast storm problem [16℄.It is worth noting that existing multiast protools [2, 4, 5, 17℄ based on multiast trees(whih onnet the reeiving hosts) may not work well either. The reason is the high unertaintyof host mobility in a MANET. So a tree-based solution is prohibitive.3 The GeoGRID Protool3.1 GRID ConstrutionOur protool is alled GeoGRID. The geographi area of the MANET is partitioned into 2Dlogial grids as illustrated in Fig. 2. Eah grid is a square of size d � d. Grids are numbered(x; y) following the onventional xy-oordinate. Eah host still has a unique ID (suh as IPaddress). To be loation-aware, eah mobile host is equipped with a positioning devie suh asa GPS reeiver from whih it an read its urrent loation. Given any physial loation, thereshould be a prede�ned mapping from the loation to its grid oordinate.In eah grid, one host will be eleted as the gateway of the grid. The responsibility ofgateway hosts is to propagate geoast pakets to neighboring grids. All non-gateway hosts arenot responsible for these jobs unless they are soures. For maintaining the quality of routes, wealso suggest that the gateway host of a grid should be the one nearest to the physial enter of4



the grid.One thing whih is unspei�ed above, but will a�et the performane of our protool, is d(the side length of grids). Let r be the transmission distane of a radio signal. We disuss sixpossibilities of hoose d:1. d is too large: The radio signal of a gateway host will have diÆulty in reahing plaesoutside of the grid, and thus a gateway-to-gateway ommuniation is unlikely to sueed.So a d whih is too large is unrealisti. (See Fig. 3(a), whih shows the ase of d = 2r.)2. d = r: This represents the maximum value of d suh that the gateways of two neighboringgrids an talk to eah other if they are loated preisely at the enters of grids. (SeeFig. 3(b).)3. d = 2rp10 : This represents the maximum value of d suh that a gateway loated at theenter of a grid is apable of talking to any gateway of its 4 neighboring grids. (SeeFig. 3().)4. d = p2r3 : This represents the maximum value of d suh that a gateway loated at theenter of a grid is apable of talking to any gateway of its 8 neighboring grids. (SeeFig. 3(d).)5. d = r2p2 : This represents the maximum value of d suh that a gateway loated at anyposition of a grid is apable of talking to any gateway of its 8 neighboring grids. (SeeFig. 3(e).)6. d is too small: This means that there will be very few, or sometimes no, mobile hostsresident in a grid. The hane of a mobile host beoming a gateway is high. In the extremease, when d is in�nitely small, there will be in�nitely many grid and eah host is thegateway of its own grid. In fat, this extreme ase onverges to the situation where thereis no onept of grids, sine eah host will be responsible of forwarding route disoveryand data pakets. (See Fig. 3(f), whih shows the ase of d = r10 .)The above disussion implies that a smaller value of d will lead to higher onnetivity betweenneighboring grids. However, a smaller d also means more number of leaders in the network,whih in turn implies a higher overhead of delivering paket and more broadast storm. Sothere exist some tradeo�s in hoosing a good value of d.3.2 Protool DetailsThe main features of our GeoGRID are as follows. First, we will use the loations of soure andgeoast region to on�ne the forwarding range. Seond, instead of letting every host to forwarddata, we only allow gateway hosts to take this responsibility. In this paper, two versions ofGeoGRID will be proposed, one alled ooding-based and the other alled tiket-based.5



Fig. 3: The relationship between d (the side length of grids) and r (the radio transmissiondistane).
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Fig. 4: The ooding region.3.2.1 Flooding-Based GeoGRIDIn the ooding-based approah, no spanning tree or routing path will be established prior togeoasting. Eah node serving as a grid gateway within the ooding region will help forwardinggeoast messages. All other hosts will not do so. Note that this is di�erent from pure ooding,although the approah arries a name \ood". The ooding region is de�ned the same as thatin [12℄.When a node S wants to send a geoast message to a destination region G, a paketDATA(S, id, G, R) will be sent, where� id: the identi�ation (or sequene number) of geoast message.� R: the minimum retangle that overs the grids of S and G (see Fig. 4 for an illustration).We all R the ooding region.When a host X reeives suh a data paket, the following ations will be taken:1. If X's urrent loation is outside of R, it will disard the paket.2. If X is a gateway and its urrent loation is within R, it uses the tuple (S, id) to detetif this is a new paket (this is to avoid endless ooding of the same paket). If so, X willrebroadast this paket; otherwise, it disards this paket.3. If X is within the geoast destination G, it forwards this paket to the upper layer;otherwise, it disards this paket.For example, in Fig. 5, hosts A, B, C, D, E, F , H, and I are the gateways of grids (1, 1),(2, 1), (2, 0), (3, 2), (3, 1), (4, 1), (2, 2), and (0, 1), respetively. Suppose host S initiates ageoast to the region G bounded by grids (3, 2), (5, 2), (5, 3), and (3, 3). Then the oodingregion R will be the retangle bounded by grids (1, 0), (5, 0), (5, 3), and (1, 3). When host Breeives this paket for the �rst time, sine it is within the ooding range, it will rebroadastthis paket. This is the same when E reeives this paket. However, when host I reeives thispaket, it will ignore the paket as it is not within R. Finally, as D reeives the paket, it willforward the paket to all other gateways in G, hoping to deliver the geoast message to all otherhosts in G. 7



Fig. 5: A geoasting example by the ooding-based GeoGRID.3.2.2 Tiket-Based GeoGRIDIn the tiket-based approah, geoast messages are still forwarded by gateway hosts, but not allthe gateways in the ooding region will do this job. The onept is similar to that in [3℄ | toavoid blind ooding, we will issue a number of tikets, eah responsible of arrying one geoastmessage to the destination region. A geoasat message will be denoted by DATA(S, id, G, R,n1, t1, n2, t2, n3, t3), where� S: the soure host.� id: the identi�ation of geoast message.� G: the geoast region.� R: the minimum retangle that overs the grids of S and G.� n1, n2, and n3: three grids that are within the ooding region, are neighboring to thegrid of the urrent sending host, and are loser to the destination region than the urrentsending host. Note that it is possible that there are less than three grids satisfying theseonditions. If so, we simply �ll these �elds by ;.� t1, t2, and t3: the numbers of the tikets issued to n1, n2, and n3, respetively.Observe that the number of tikets issued by the soure node will proportionally reet thegeoasting overhead, but will a�et the arrival rate of the geoast messages. In this paper,we propose to set up this value proportional to the size of the destination region. Spei�ally,assuming that the destination region is a retangle of m� n grids, we will issue m + n tiketsfrom the soure node. On a relaying host reeiving k tikets, it will evenly divide these tiketsto its neighboring grids that an satisfy the aforementioned onditions.Now, suppose a gateway host X within the ooding region R reeives a geoast paketontaining k tikets for it. The following rules will be used.8



Fig. 6: A geoasting example by the tiket-based GeoGRID protool.� X is not within G: X will selet from its neighboring grids that are loser to the des-tination region G and are within the ooding region R. Then X will forward (throughbroadasting) the geoast message by evenly distributing its k tikets to these neighbors.Note that if this geoast message is a dupliate message but from a di�erent neighboringgrid, X will not disard this paket. Instead, X will still follow the above rule to for-ward the geoast message. This is to follow our original philosophy that eah tiket isresponsible of arrying one opy of the geoast message to the destination region.� X is within G: Sine the geoast paket has arrived at the destination region, X willalways rebroadast the paket (in hope of ahieving a higher arrival rate).An example is shown in Fig. 6. Five tikets are issued by the soure host S with a geoastpaket DATA(S, id, G, R, (2, 0), 2, (2, 1), 2, (1, 1), 1). On the gateway host C reeivingthis paket, it may broadast a paket DATA(S, id, G, R, (2, 1), 1, (3, 1), 1, (3, 0), 0). Forgateway host B, it may broadast a paket DATA(S, id, G, R, (2, 2), 1, (3, 2), 1, (3, 1), 0).After a while, when B reeives C's paket, sine there is a tiket for it, it has to rebroadastthe geoast message. Based on a round-robin rule, B may broadast a paket DATA(S, id, G,R, (2, 2), 0, (3, 2), 0, (3, 1), 1). On any gateway host within the destination region G (suh asD) reeiving the geoast paket for the �rst time, it should rebroadast the paket.3.3 Gateway EletionTo maintain the gateway in eah grid, an eÆient solution for gateway eletion is needed. Welist the following guidelines in developing a good eletion protool:� When a new gateway should be eleted, the mobile host nearest to the physial enter ofa grid should be seleted. Suh a host will be more stable beause it is likely to remainin the grid for longer time. Thus, the eletion proedure will be exeuted less frequentlyand the protool will be more bandwidth-eÆient.9



� To avoid the ping-pong e�et, one a mobile host is eleted as the gateway, it will remainso until it moves out of the grid. Thus, when another gateway roams loser to the physialenter of the grid, it will not be eleted as a gateway until the earlier one leaves the grid.Now, we formally develop our gateway eletion protool, whih is based on the result in [14℄.1. Periodially, a gateway host should broadast its existene by sending a GATE(g; lo)paket, where g is its grid oordinate and lo is its urrent loation.2. Eah mobile host should monitor the urrent gateway in its grid. If the GATE paket isnot heard for a prede�ned time period, it will broadast a BID(g; lo) paket, where gis its grid oordinate and lo is its urrent loation. Upon the gateway host (if it is stillalive and is in grid g) hearing the BID paket, it will reply a GATE paket to rejet theformer's bid. Upon a non-gateway at a loation loser to the physial enter of the gridhearing the BID paket, it will reply a BID(g; lo0) paket to rejet the former's bid,where lo0 is the sending host's urrent loation. If no suh pakets are reeived by thebidding host for a prede�ned time period, the bidding host will silently elet itself as theurrent gateway without sending any paket (but it still has the obligation to announeits existene by following rule 1).3. When a gateway host leaves its urrent grid, it should broadast a RETIRE(g; T ) paket,where g is the grid oordinate where it served as a gateway and T is the routing table atits hand. Every other host in this grid, on hearing this paket, will inherit the routingtable T and take the same ation as in rule 2 by sending BID pakets to ompete as anew gateway.4. Eah mobile host (inluding gateway and non-gateway) should monitor the existene of agateway in eah of its neighboring grids. When the mobile host roams into a new grid g inwhih it knows of no gateway existing, it will broadast a BID(g; lo) paket to ompeteas a gateway, where lo is its urrent loation. Then rule 2 will take ation if some hostsdisagree with this bidding.5. To eliminate the possibility of having multiple gateways in a grid, when a host who assumesitself as the gateway hears the GATE paket from another host from a loation loser tothe physial enter of its grid, it silently turns itself as a non-gateway without sendingany paket.Note that the last rule is neessary beause broadast is unreliable. Two BID pakets mayollide with eah other without attention.
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4 Experimental Results4.1 Simulation ModelWe have developed a simulator to evaluate the performane of our protool. The results areompared to pure ooding and Ko's protool [12℄. Observing that the lustering protool [8℄an be easily used in plae of ooding, we also make omparison to that. Spei�ally, twoversions of the lustering protool are used. The �rst version (alled Cluster-1 in the following)on�nes rebroadasting of the geoast messages by only luster headers and gateways (refer tothe original work for these de�nitions). The seond version (alled Cluster-2) further tries toeliminate redundant gateways by limiting at most one gateway node between two neighboringlusters. Also, the onept of forwarding zone in [12℄ will be used in them.A MANET in a physial area of size 1000m � 1000m with 50 � 500 mobile hosts wassimulated. Eah mobile host ould roam around with a speed of 0, 30, and, 60 km/hr. In every0.5 seond, a mobile hanged its roaming diretion with a randomly hosen one. Eah mobilehost had a transmission range of 300 meters. The grid size was �xed at d = p2r3 (due to ourearlier experiene in [14℄).The transmission speed of mobile hosts was 2Mbit/se. A medium aess similar to theIEEE 802.11 was adopted. Sine medium aess was simulated, the potential problems suhas hidden terminals and ollisions ould be aurately aught from the simulation. Geoastpakets are of size 6 � 12 Kbit. Eah simulation run lasted for 500 seonds. In eah run, thesoure was hosen randomly, but the geoast region was �xed as a square of 100m � 100m �300m � 300m. Then the soure performed one geoast per seond.4.2 Observed ResultsThree metris are used in our omparison:� arrival rate: the number of hosts reeiving the geoast message divided by the totalnumber of hosts resident in the geoast region.� delivery ost: the number of transmissions per geoast request.� ontrol ost: the number of pakets to maintain grid gateways in GeoGRID-F and GeoGRID-T, or to maintain luster strutures in Cluster-1 and Cluster-2.In Fig. 7, we show the arrival rate at di�erent host densities. Generally speaking, GeoGRID-F performs the best, whih is followed by Cluster-2, GeoGRID-T, Cluster-1, Ko, and thenooding. The number of mobile hosts has little e�et on GeoGRID-F, GeoGRID-T, and Cluster-2, beause only hosts with speial roles are allowed to rebroadast geoast messages. On theontrary, the other protools will degrade seriously as the environment is rowded. Also notethat the urve for Ko is slightly di�erent from that in the original work [12℄, probably beausepaket ollisions were not simulated therein. 11
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Fig. 7: Arrival rate vs. total number of mobile hosts, where host speed = 30 km/hr, geoastrange = 300m � 300m, and data paket size = 12 Kb.In Fig. 8, we vary the geoast range to observe the arrival rate. Both Cluster-1 and Ko willbe a�eted by the geoast range. This is beause more hosts will try to do rebroadasting, thusausing more serious broadast storm.
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Fig. 8: Arrival rate vs. geoast range, where host speed = 30 km/hr, number of hosts = 300,and data paket size = 12 Kb.Fig. 9 shows the e�et of host mobility on the arrival rate. Consistently in all protools, thearrival rate only dereases slightly.In Fig. 10, we show the e�et of data paket size on arrival rate. A longer paket ouldbe more vulnerable to paket ollision. As an be seen, only GeoGRID-F, GeoGRID-T, andCluster-2 are insensitive to paket size. Again, GeoGRID-F performs the best among all pro-tools being ompared.In Fig. 11, Fig. 12, Fig. 13, and Fig. 14, we show the delivery ost by varying the afore-mentioned parameters. Generally speaking, the ost of ooding is highest, whih is followed by12
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Ko, Cluster-1, Cluster-2, GeoGRID-F, and then GeoGRID-T. Combining these observations,we would reommend GeoGRID-F as the best andidate for geoast beause it not only hashigher arrival rate, but also inurs less delivery ost.
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Fig. 11: Delivery ost vs. total number of mobile hosts, where host speed = 30 km/hr, geoastrange = 300m � 300m, and data paket size = 12 Kb.
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Fig. 13: Delivery ost vs. host speed, where number of mobile hosts = 300, geoast range =300m � 300m, and data paket size = 12 Kb.
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