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Byzantine Modification Detection in Multicast
Networks using Randomized Network Coding

Tracey Ho, Ben Leong, Ralf Koetter, Muriel Médard, Michelle Effros, and David R. Karger

Abstract— Distributed randomized network coding is a
flexible and robust approach to transmitting and compress-
ing information in multi-source multicast networks. In
this paper, we show how the path diversity and distributed
randomness of this approach can be exploited to provide
for Byzantine modification detection. This is achieved by
incorporating a simple polynomial hash value into each
packet, which adds minimal computational and communi-
cation overhead. The effectiveness of our scheme relies only
on a Byzantine attacker being unable to design and supply
modified packets with complete knowledge of other packets
received by other nodes. The detection probability can be
traded off against the overhead (i.e., the ratio of hash bits
to data bits) – the detection probability increases with the
overhead, as well as with the number of unmodified packets
obtained at the receiver whose contents are unknown to the
attacker.

I. INTRODUCTION

Distributed randomized network coding was introduced
in [1] as a simple, robust means of transmitting and com-
pressing information in multi-source multicast networks.
Network coding offers many advantages over conven-
tional tree-based multicast, like good path diversity, ro-
bustness and minimal routing state [1], [2], [3].

In an overlay multicast or ad hoc multicast setting, end
hosts help to forward packets to other end hosts. Such
networks are thus more susceptible to Byzantine (i.e., ar-
bitrary) attacks from compromised end hosts, which have
access to the same source information as other end hosts,
and can forward to them arbitrarily modified information.
In this paper, we show that Byzantine modification detec-
tion capability can be added to a multicast scheme based
on randomized network coding, with minimal additional
computational and communication overhead, by incorpo-
rating a simple polynomial hash value in each packet. The
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key insight in our approach is that path diversity, cou-
pled with the randomized and distributed choice of codes,
makes it hard for an attacker to observe or predict the ex-
act combinations of source information in all other pack-
ets received at the receivers. With our approach, a receiver
can detect Byzantine modifications with high probability,
as long as these modifications have not been designed us-
ing knowledge of all the other packets it receives.

The detection probability can be traded off against the
overhead (i.e., the ratio of hash bits to data bits) – the de-
tection probability increases with the overhead, as well
as with the number of unmodified packets obtained at
the receiver whose contents are unknown to the attacker.
Depending on the application, various responses may be
employed upon detection of a Byzantine fault, such as
collecting more packets from different nodes to obtain a
consistent decoding set, or employing a more complex
Byzantine agreement algorithm to identify the Byzantine
node(s).

We are able to use a simple polynomial function instead
of a complex cryptographic hash function (such as MD5)
because our scheme’s effectiveness depends only on the
fact that there are independent sources of randomness, not
all of which are known to the attacker because of path
diversity. The use of a simple polynomial function is de-
sirable because it incurs less computational overhead than
existing cryptographic hashes.

A. Background and related work

Distributed randomized network coding is a recently
proposed approach for multi-source multicast in a dis-
tributed setting. In this technique, nodes independently
select random linear mappings from inputs onto outputs
over some finite field, which achieves all feasible con-
nections with probability tending to 1 as the field size
grows [1]. The receivers need only know the overall lin-
ear combination of source processes in each of their in-
coming signals. This information can be sent through the
network as a vector, for each signal, of coefficients cor-
responding to each of the source processes, updated at
each coding node by applying the same linear mappings to
the coefficient vectors as to the information signals. This
approach efficiently exploits multiple available (possibly
shared) paths to the receiver nodes, achieving greater ro-



2

bustness to link failures and errors in the random selection
of codes as excess capacity in the network increases [2].
Chou et al. proposed a practical packet-based implementa-
tion in which source packets are divided into generations,
and only packets in the same generation are linearly com-
bined [3].

The Byzantine problem was first formalized in [4], and
has been studied extensively in a variety of contexts such
as reliable distributed networks of processors [5], [6] and
secure network communications [7], [8], [9], [10], [11].
These and other existing works generally either use cryp-
tographic functions, multiple rounds of message passing
or some combination of the two to detect and recover
from Byzantine faults. References [6] and [8] optimize
for normal performance by using less complex message
authentication codes and signed digests respectively dur-
ing normal operation, resorting to more complex recovery
mechanisms only upon detection of a fault. Our technique
allows for detection without the use of any cryptographic
functions (thereby incurring little computation overhead),
and can similarly be used in conjunction with more com-
plex recovery techniques which are activated upon detec-
tion of a Byzantine fault.

The reliance on random values unknown to the attacker
is reminiscent of one-time pads [12], but our scheme is
different because the one-time pad provides secrecy and
not authenticity1, while our scheme attempts to provide
the latter. Also, unlike one-time pads, the burden of gen-
erating the random values is distributed over the network
rather than falling solely on the source. Cai and Ye-
ung [13] have also studied the problem of providing se-
crecy, in a network coding setting.

II. MODEL

We consider multi-source multicast mesh networks
with multiple paths between each source and receiver.
This set-up encompasses a rich family of problems, such
as traditional multicast for content delivery and the reach-
back problem for sensor networks, in which several, pos-
sibly correlated, sources transmit to a single receiver.

Consider a set of r source packets which are coded to-
gether and multicast, using distributed randomized net-
work coding in the finite field Fq. Let the data content
of each packet be represented by d elements from Fq, and
the hash value by c elements from the same field, and let
row vector mi ∈ F

(c+d)
q represent the concatenation of

the data and corresponding hash value for packet i. We
denote by M the matrix whose ith row is mi.

A genuine, or unmodified, packet contains a random
linear combination of one or more of these vectors, along

1Secrecy and authenticity are known to be independent attributes of
a cryptographic system [12].

with the coefficients of the combination. This informa-
tion, for a set U of unmodified packets, can be represented
as the matrix product C(U) [M |I], where the coefficient
matrix C(U) for the set U is defined as the |U| × r ma-
trix whose ith row is the vector of code coefficients of the
ith packet. Decoding for a set U of r linearly independent
packets corresponds to pre-multiplying the associated ma-
trix C(U) [M |I] with C(U)−1.

Modified packets may contain arbitrary data and hash
values. A set of modified packets can be represented in
general by [CbM + V |Cb], where V is an arbitrary (r −
s) × (c + d) matrix. Inconsistent data and hash values,
i.e. V 6= 0, will cause the decoded packets to differ from
the original packets.

Suppose the receiver tries to decode using s unmodified
packets and r− s modified packets, where 1 ≤ s ≤ r−1.
Let Ca and Cb be the coefficient matrices of the set of
unmodified packets and the set of modified packets re-

spectively, and let C =

[

Ca
Cb

]

. The receiver’s decoding

process is equivalent to pre-multiplying the matrix
[

CaM Ca
CbM + V Cb

]

=

[

CM +

[

0

V

]

C

]

with C−1. This gives
[

M + C−1

[

0

V

]

I

]

i.e., the receiver decodes to M +∆M , where

∆M = C−1

[

0

V

]

(1)

gives the disparity between the decoded packets and the
original packets.

III. MAIN RESULTS

Consider a Byzantine attacker that supplies modified
packets, without knowing the contents of s ≥ 1 genuine
unmodified packets that will be part of a set of r pack-
ets used for decoding at a receiver. This is a reasonable
assumption given the distributed randomness and path di-
versity of network coding. The only essential condition
is that the attacker does not create its packets knowing
the contents of all other packets used for decoding, which
makes our results very general: they apply regardless of
whether the attacker knows which or how many of its own
packets will be used for decoding, and whether there are
some unmodified packets whose contents are known to the
attacker.

Let ν be the rank of the matrix V , defined in the previ-
ous section, that represents the modifications.
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The following result characterizes the family of poten-
tial outcomes of decoding from the set of packets– the
attacker cannot narrow down the set of possible outcomes
beyond this regardless of how it designs its modified pack-
ets.

Theorem 1: The attacker cannot determine which of a
set of qsν potential decoding outcomes the receiver will
obtain. In particular, there will be at least s packets such
that, for each of these, the attacker knows only that the
vector representation of its decoded value will be one of
qν possibilities {mi +

∑ν
j=1 γi,jvj |γi,j ∈ Fq}, where mi

is the vector representation of the data and hash value
of some original packet, and vj is determined by the at-
tacker’s modifications. ¤

The next result provides, for a simple polynomial hash
function, an upper bound on the proportion of potential
decoding outcomes that can have consistent data and hash
values, in terms of k =

⌈

d
c

⌉

, the ceiling of the ratio of the
number of data symbols to hash symbols. Larger values
for k correspond to lower overheads but higher probability
of a successful attack. This tradeoff is a design parameter
for the network.

Theorem 2: Suppose each packet contains d data sym-
bols x1, . . . , xd and c ≤ d hash symbols y1, . . . , yc. Con-
sider the function h : F

k
q → Fq mapping (x1, . . . , xk),

xi ∈ Fq, to h(x1, . . . , xk) = x2
1 + . . . + xk+1

k . If yi is
set to h(x(i−1)k+1, . . . , xik) for i = 1, . . . , c− 1 and yc to
h(x(c−1)k+1, . . . , xd), then the decoded packets can have
consistent data and hash values under at most a fraction
(

k+1
q

)s
of potential values of the unmodified packets, or,

from an alternate viewpoint, at most a fraction
(

k+1
q

)s

of potential outcomes can have consistent data and hash
values. ¤

Corollary 1: If the receiver obtains more than r pack-
ets, it can use all the packets by decoding from more than
one set. If s′ ≥ 1 of the packets are unmodified and
have contents that are unknown to the attacker, then the
decoded packets can have consistent data and hash values

under at most a fraction
(

k+1
q

)s′

of potential values of the

unmodified packets (at most a fraction
(

k+1
q

)s′

of poten-

tial outcomes can have consistent data and hash values).

IV. DETAILED DEVELOPMENT, PROOFS AND

ANCILLARY RESULTS

A. Vulnerable scenario
Before proving the results stated in the previous sec-

tion, we first point out that this approach does not apply
in the case where the attacker knows, or has information
allowing it to predict with reasonable probability, that it
is the only node supplying information to a receiver on a

particular subset of the original packets. In such a case,
this kind of non-cryptographic scheme cannot prevent the
attacker from supplying spurious packets with consistent
data and hash values. However, such a scenario is unlikely
to persist if sources are reasonably well connected, and
nodes periodically and randomly switch their connections
among neighboring nodes.

Mathematically, this case corresponds to the attacker
knowing that a particular set of columns of any potential
matrix Ca for the receiver will be zero. Without loss of
generality, assume that the last t ≤ r − s columns of Ca
are zero. The attacker can then make C a block diagonal

matrix by choosing Cb to be of the form

[

C ′b 0

0 C ′′b

]

,

where C ′′b is a t× t matrix and the rows of
[

C ′b 0
]

are
independent of the rows of Ca. Then C−1 is also block
diagonal, of the form







[

C ′a
C ′b

]−1

0

0 C ′′b
−1







Since C ′′b is determined by the attacker, it can choose∆M

by setting V =

[

0

V ′

]

, where V ′ is an appropriately cho-

sen t× (c+ d) matrix.

B. Protected scenario
We next consider the case where the attacker does not

know the contents of other packets the receiver will use
for decoding. In this case, it designs its packets, i.e. fixes

Cb and V , knowing only that

[

Ca
Cb

]

is nonsingular.

Proof of Theorem 1: Consider any fixed Cb and
V . A receiver decodes only when it has a set of pack-
ets such that corresponding coefficients of the matrix C
is non-singular. Therefore, we consider the set A con-
sisting of the values of Ca that satisfy the condition that

C =

[

Ca
Cb

]

is nonsingular.

We show that we can partition the set A into cosets

Ai = {Ci +RCb|R ∈ F
s×(r−s)
q }, i = 1, 2, . . . , χ

where

χ =
|A|

qs(r−s)

=

∏s−1
k=0(q

r − qr−s+k)

qs(r−s)

= qs(s−1)/2
s
∏

k=1

(qk − 1)
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Next, we show each coset can be further partitioned into
equal-sized sets that each generate, via (1), the full set of
possible modifications∆M . Hence, it suffices to focus on
just one of these subsets of A in proving Theorem 1.

To see that we can partition A into cosets, consider the
following procedure for constructing such cosets: Any el-
ement of A can be chosen as C1. Next, C2, C3, . . . , Cχ
are chosen sequentially to be any element of A not in the
cosets Aj of previously chosen elements. Note that this
forms a partition of A, since the presence of some ele-
ment c in two setsAi andAj implies that Cj is also inAi,
which is a contradiction. It is also clear that each coset
has size

∣

∣

∣
{R|R ∈ F

s×(r−s)
q }

∣

∣

∣
= qs(r−s)

since Cb has full row rank.
For each such coset Aî, the corresponding values of

∆M satisfy, from (1),
([

Cî
Cb

]

+

[

RCb
0

])

∆M =

[

0

V

]

[

Cî
Cb

]

∆M =

[

−R

I

]

V

∆M =

[

Cî
Cb

]−1 [
−R

I

]

V

where each entry ri,j = R(i, j) of R ∈ F
s×(r−s)
q is, to

the attacker, an unknown variable that can take potentially
any value in Fq.

We note that even within one of these cosets Aî, multi-
ple values ofRwill map to the same value of∆M if V has
dependent rows. If so, we further partition each coset into
subsets such that the elements in each subset are in one-
to-one correspondence with the full set of possible values
for∆M .

Consider a set of ν independent rows of V (where ν
is the rank of V , defined previously). Denote by I the
corresponding set of row indexes, and denote by VI the
submatrix consisting of those rows. Each row vj of V can
be represented as a linear combination vj =

∑ν
k=1 lj,kvk

of rows of VI . The coefficients lj,k can be collected into
an (r− s)× ν matrix L whose (j, k)th entry is lj,k, which
satisfies

V = LVI

We define RI = RL, noting that

RIVI = RLVI = RV

Note also that the submatrix of L consisting of its ν rows
corresponding to set I is an identity matrix. Thus, each
variable ri,j , j ∈ I, appears in exactly one entry of RI

as part of a linear combination with one or more variables
ri,j , j /∈ I. It follows that RI can take potentially any
value in F

s×ν
q , and every row of RIVI can take on any

value in the row space of V . Furthermore, the possible
values of R can be partitioned into equal-sized sets, each
of which contains all values R̃ ∈ F

s×(r−s)
q such that R̃L

equals some particular value R̃I . The qsν possible values
forRI give rise to qsν distinct values forRIV , which give
in turn qsν distinct values for ∆M .

We note that the set of values
{

[

Cî
Cb

]−1 [
−R

I

]

V R ∈ F
s×(r−s)
q

}

=

{

[

Cî
Cb

]−1 [
−RI
L

]

VI RI ∈ F
s×ν
q

}

corresponding to any single coset Aî is in one-to-
one correspondence with that of any other coset. To
see this, observe that for any fixed RI ∈ F

s×ν
q

and fixed distinct Ca, C
′
a, we obtain the same val-

ues for ∆M =

[

Ca
Cb

]−1 [
−RI
L

]

VI and ∆M ′ =

[

C ′a
Cb

]−1 [
−R′

I

L

]

VI by setting

R′I = −C
′

a

[

Ca
Cb

]−1 [
−RI
L

]

which gives:

∆M ′ =

[

C ′a
Cb

]−1




C ′a

[

Ca
Cb

]−1 [
−RI
L

]

VI

LVI





=

[

C ′a
Cb

]−1 [
C ′a∆M

V

]

=

[

C ′a
Cb

]−1 [
C ′a
Cb

]

∆M

= ∆M

These observations allow us to focus on a single set
{

[

Cî
Cb

]−1 [
−RI
L

]

VI RI ∈ F
s×ν
q

}

corresponding to any coset Aî.

Let

[

Cî
Cb

]−1 [
−RI
L

]

be denoted by S. Each row of

S is an linear function of one or more rows of RI , either
constant, or else dependent on RI and taking potentially

any value in F
ν
q . Since

[

Cî
Cb

]−1

is nonsingular, at least s
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rows of S are dependent on RI . The corresponding rows
of SVI are also dependent onRI ; for the ith of these rows,
the potential values form a set {

∑ν
j=1 γi,jvj |γi,j ∈ Fq},

where vector vj corresponds to the jth row of VI . The po-
tential values of the corresponding decoded packets then
form a set {mi+

∑ν
j=1 γi,jvj |γi,j ∈ Fq}, where mi is the

vector representation of the data and hash value of the ith

packet.
The following lemma is useful in the proof of Theo-

rem 2.
Lemma 1: Consider the following hash function h :

F
k
q → Fq mapping (x1, . . . , xk), xi ∈ Fq, to

h(x1, . . . , xk) = x2
1 + . . .+ x

k+1
k , and denote by Q(u, v)

the set of vectors {u+γv|γ ∈ Fq}, where u and v are fixed
vectors. At most k+1 out of the q vectors in a setQ(u, v),
where u = (u1, . . . , uk+1) is a fixed length-(k+1) vector
and v = (v1, . . . , vk+1) a fixed nonzero length-(k + 1)
vector, can satisfy the property that the last element of the
vector equals the hash of the first k elements.

Proof: Suppose some vector u + γv satisfies this
property, i.e.

uk+1+γvk+1 = (u1+γv1)
2+ . . .+(uk+γvk)

k+1 (2)

Note that for any fixed value of u and any fixed nonzero
value of v, (2) is a polynomial equation in γ of degree
equal to 1 + k̃, where k̃ ∈ [1, k] is the highest index for
which the corresponding vk′ is nonzero, i.e. vk̃ 6= 0, vk′ =
0 ∀ k′ > k̃. By the fundamental theorem of algebra, this
equation can have at most 1 + k̃ ≤ 1 + k roots. Thus, the
property can be satisfied for at most 1 + k values of γ.

Proof of Theorem 2: Each hash symbol is used to
protect k data symbols. We consider the set of possible
outcomes when a modification is made to at least one sym-
bol of a set consisting of k data symbols and their corre-
sponding hash symbol.

Continuing from the proof of the Theorem 1, we note
that S contains s rows that are independent linear com-
binations of rows of RI . For any particular values of a
subset of these rows, each of the remaining rows can take
potentially any value in F

ν
q . We consider each of the cor-

responding rows of SVI in turn, noting that the set of po-
tential values for the ith of these rows, for any particu-
lar values of previously considered rows, is of the form
{
∑ν

j=1 γ
′

i,jvj |γ
′

i,j ∈ Fq}, and that the set of potential val-
ues of the corresponding decoded packets is of the form
{mi +

∑ν
j=1 γ

′

i,jvj |γ
′

i,j ∈ Fq}.
If ν > 1, the qν-element set {mi+

∑ν
j=1 γi,jvi,j |γi,j ∈

Fq} can be partitioned into qν−1 size-q sets {mi +
∑ν−1

j=1 γi,jvi,j + γi,νvi,ν |γi,ν ∈ Fq}, where each set corre-
sponds to a different set of values for γi,1, . . . , γi,ν−1.

Applying Lemma 1 to each set Q(mi +
∑ν−1

j=1 γi,jvi,j , vi,ν) gives the desired result. Note
that the case where v = 0 corresponds to the trivial case
where no Byzantine modifications are introduced.

Proof of Corollary 1: Suppose more than one dif-
ferent sets of packets are used for decoding. Consider
the sets in turn, denoting by si the number of unmodi-
fied packets in the ith set that are not in any set j < i.
For any particular values of packets in sets j < i, we have

from Theorem 2 that at most a fraction
(

k+1
q

)si

of de-

coding outcomes for set i have consistent data and hash
values. Thus, the overall fraction of consistent decoding

outcomes is at most
(

k+1
q

)

∑

i
si

=
(

k+1
q

)s′

.

V. CONCLUSION

This paper has described a new, low overhead ap-
proach for detecting Byzantine modifications in multi-
source multicast networks using distributed randomized
network coding. Byzantine modification detection capa-
bility is added very inexpensively by augmenting each
packet with a number of hash bits that form a small frac-
tion of the total number of bits; this overhead can be
traded off against the detection probability. We use a
simple polynomial function of the data bits, so very lit-
tle computational overhead is added. The effectiveness of
our approach depends only on the inability of a Byzantine
attacker to insert modified packets designed using knowl-
edge of all other packets received by other nodes, and not
on the complexity of the hash. This makes our approach
quite different from most existing multicast Byzantine de-
tection schemes. This approach can be used in conjunc-
tion with a variety of more expensive schemes that are
activated only upon detection of a Byzantine node.
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