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Abstract—In this work, we study the time-slot allocation prob-
lem in a multi-sink single-hop TH-UWB network scenario, where
the traffic from a sensor node is anycasted via a single hop to any
one of multiple sinks. The slot allocation problem is formulated
as an optimization problem and shown to be NP-hard. We then
present a heuristic to increase network throughput and fairness
as compared to a random allocation. In the proposed heuristic,
nodes that are of similar distances to any sinks are grouped
together to utilize the same set of TH slots for transmissions.
Simulations show that the proposed heuristic improves both
throughput and fairness, scales with multiple sinks and can be
used as a simple admission control mechanism.

I. I NTRODUCTION

The adoption of Ultra Wideband (UWB) as an alternative
physical (PHY) layer technology in Low-Rate Wireless Per-
sonal Area Networks (LR-WPANs) [1] has opened doors to
a wider range of potentials in wireless communications [2].
According to the First Report and Order released by FCC in
Feb 2002 [3], a UWB device is defined to be one whereby the
fractional bandwidth is at least 20% or occupies at least 500
MHz of the spectrum. With UWB, nodes can achieve very high
data rates using very low power consumptions. The extremely
narrow pulses used in UWB transmissions also enables high-
precision localization, which can be exploited for many uses
such as energy conservation, provision of QoS (Quality of
Service), interference management, etc.

Due to the inherent low-power and short-range characteris-
tics of the UWB technology, it is suitable for use in sensor
networks, which can be deployed for a myriad of applications
ranging from periodic monitoring, industrial automation to
home surveillance. The nodes in a sensor network typically
sense physical data from the environment (such as tempera-
ture), and transmit the collected data to one or more centralized
sinks (destinations) for processing and decision-making.

In this paper, we study a multi-sink single-hop scenario
where the traffic from a sensor node is anycasted via a single
hop to any one sink out of multiple sink choices. We have
chosen an anycast paradigm as communication in wireless
networks is inherently broadcast in nature, and cooperation
between sinks should be exploited to improve the overall
network performance. Unlike previous work on multiple sinks
or base stations (BS) selection [4][5][6][7], we consider a TH-
UWB (Time-Hopping) physical layer. In TH-UWB, a node
uses one out of a set of pre-allocated TH slots to transmit
each of its data packets, thus providing a form of multiple

access scheme. Our work involves the allocation of a subset
of TH slots to be used by a sensor for data transmissions, to
achieve various network objectives such as high throughput
and fairness.

We first formulate the slot allocation problem as an op-
timization problem and prove that it is NP-hard. We then
develop heuristics for the main objectives of achieving high
network throughput and fairness, by allowing nodes that are
of similar distances to any sinks to compete together by using
the same TH slots for transmissions. We show the efficacy of
our proposed heuristics through extensive simulations.

The rest of this paper is organized as follows: Section II
describes background and related work in the slotted-Aloha
MAC protocol with TH-UWB and multiple sink/BS selection.
Some preliminaries are presented in Section III. The proposed
heuristics and corresponding performance analysis are detailed
in Sections IV and V respectively. We conclude the paper in
Section VI with some directions for future work.

II. BACKGROUND AND RELATED WORK

A. Slotted-Aloha MAC Protocol

The performance of slotted-Aloha in a TH-UWB network
has been studied in [8]. In TH-UWB, each signal is transmitted
over several symbols, each of which is constituted by a burst
of very short pulses. As such, traditional MAC protocols
that make use of carrier sensing are unsuitable for use in
such impulse-based networks. In addition, the IEEE 802.15.4a
standard [1] also supports the use of Aloha as the standard
MAC protocol in UWB-based LR-WPANs networks.

We consider a slight variant of the slotted-Aloha MAC
protocol which incorporates TH-UWB into its frame structure.
In the simplified frame structure (Figure 1), there are a total
of p TH slots; each data packet is assumed to be transmitted
within Tslot. A beacon B is inserted at the start of the
MAC frame for purposes such as time synchronization and
localization. In each MAC frame, a sensor node may transmit
a packet in onlyoneout of p possible TH slots.

B. Multiple Sink Selection

There exists some work on the multiple sink selection
problem in wireless sensor networks in the literature. In the
Sink-based Anycast Routing Protocol (SARP) [9], each packet
is forwarded to the nearest sink instead of a fixed destination.
The authors of SARP assert that the delivery of packets to
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Fig. 1. Frame Structure of Slotted-Aloha with TH-UWB

the nearest sink incurs minimal bandwidth, power and delay,
making SARP suitable for resource allocation applications.

Hou et al [5] study the optimal sink selection problem in
which each sensor has to find an optimal route to transmit all
its data to only one of the multiple sinks while maximizing
the network lifetime. The authors then propose ABS (Anycast
Base Station Selection) on the basis that the optimal sink for
an arbitrary node is highly correlated to the sink that receives
the largest volume of traffic when there is no constraint on the
number of destination sinks for the node.

Unlike existing work on multiple sinks or base stations
(BS) selection, we consider a TH-UWB physical layer in the
network. Using TH-UWB, a node may use different time-
hopping slots for communication. If all the nodes are allowed
to use all the TH slots for transmissions, there is high multi-
user interference and low channel utilization, which reduces
the overall throughput of the network. The near-far effect
under such circumstances also gives rise to unfairness in the
network. However, strict partitioning of TH codes may not
yield optimal network performance, due to the inability of
resource multiplexing, especially in scenarios with uneven
traffic patterns. Hence, our work focuses on the allocation of
TH slots to nodes to improve throughput while ensuring some
form of fairness in the network.

III. PRELIMINARIES

A. Network Model

The network is modeled as a graphG = (V,E) where
V = Vs ∪ Vr and Vs ∩ Vr = ∅. We let Vs = {s1, s2, ..., sn}
represent the set of sensor (source) nodes in the network and
Vr = {r1, r2, ..., rm} represent the set of sinks (destinations)
in the network. The total number of nodes and sinks in the
network are denoted asn = |Vs| and m = |Vr| respectively.
The edgeeij ∈ E represents the existence of a wireless link
between an arbitrary sensor nodesi and an arbitrary sinkrj .
We assert that each sensor is connected to at least one sink
via a single hop. The node degree and supported bandwidth
of sink ri are denoted asdv(i) andwi respectively.

B. Physical Model

The set of TH slots available in a TH-UWB network is
represented byC = {c1, c2, ..., cp}, wherep = |C| is the total
number of TH slots. Each sensorsi is allocated a set of TH
slotshi ⊆ C which it uses to transmit its packets to the sinks.
If |hi| ≥ 1, si will uniform-randomly select a TH slot from
hi to transmit each of its packets.

C. Traffic Model

We consider a Poisson traffic model, whereby a data packet
of length Lp is generated at a rate ofλ packets per second
in each sensor. Due to the broadcast nature of wireless
communications, the packet transmission from an arbitrary
sensorsi may reach more than one sink. Hence, the flow
demandfi from si can be modeled as:

fi =
m∑

j=1

fij · sij = λ · Lp rj ∈ Vr (1)

wherefij denotes the flow fromsi to rj ; sij ∈ {0, 1}; and
sij = 1 if eij ∈ E andsij = 0 otherwise.

D. Throughput Model

The throughput achieved by a sensorsi at a sink rj is
dependent on its probability of successful transmissions atrj ,
which is defined according to the model presented in [10]:

Ps(i,j) = e−
RtN0P L(i)

P0

q∏

k=1

1−
Rt

1
|hi|

Rt + PL(k)
PL(i)

(2)

whereRt is the SINR threshold;N0 is the noise power;P0 is
the transmit power; andq is the number of interferers.PL(i)
is the UWB pathloss of sensorsi at distancedij from sinkrj ,
and is defined as:

PL(i) =

{
dij

2 if dij ≤ d0, d0 = 1m

PL(d0) + dij
β + ( f

fc
)2 otherwise

(3)
whereβ = 1.79 is the pathloss exponent in a UWB residential
line-of-sight (LOS) environment;f is the channel frequency;
andfc is the center frequency.

E. Problem Formulation

The main focus of our work is to find a mappingM
which allocates a set of TH slots to each sensorsi in
order to optimize a particular network objectiveQ. Hence,
M = {M1, M2, ..., Mn}, whereMi = (hi, si); and Q may
be any pre-specified QoS requirement such as throughput,
fairness or energy consumption.

We assume that the network objectiveQ is to maximize
the total throughput, and refer to this problem asMAX-
THROUGHPUT:

Ptotal =
n∑

i=1

m∑

j=1

Ps(i,j) (4)

Theorem 1: Finding a mappingM which assigns a set of
TH slotshi to each nodesi while maximizingPtotal is NP-
hard.

Proof 1: We show thatMAX-THROUGHPUTis NP-hard
by reducing the well-known NP-hard problem Generalized
Assignment Problem (GAP) to it. In GAP, there is a setS of n
items and a setB of m bins; each binbj ∈ B is associated with
a budgetwj . For each binbj , each itemsi ∈ S is associated
with a profit pij and a weightwij . The objective of GAP is
to find a subsetU ⊆ S and an assignment fromU to the



bins, i.e.,f : U → B, such that: (i) the sum of the weights of
the assigned items in each binbj does not exceedwj ; and (ii)
the maximum profit from all possible assignments is obtained.
Formally, GAP can be formulated as follows:

max
n∑

i=1

m∑

j=1

pij · sij (5)

wheresij ∈ {0, 1}; andsij = 1 if item si is placed in binbj

andsij = 0 otherwise.
We mapS to Vs andB to Vr, such that the budgetwj that

is associated with each binbj is equivalent to the maximum
bandwidthwj that is supported by sinkrj . The profitpij and
weight wij that is contributed by itemi when it is placed in
bin j is equivalent to the throughputPs(i,j) and interference
Iij respectively, of a sensorsi at sink rj . Here, we have
omitted the complexity of computingPs(i,j) and Iij , which
are dependent on the set of TH slots being assigned tosi.
This implies that a solution forMAX-THROUGHPUT, which
is maximizing Ptotal, will be a solution for GAP; therefore
MAX-THROUGHPUTis at least NP-hard.

Theorem 2: The algorithmic complexity of MAX-
THROUGHPUTis Θ(2np).

Proof 2: There are a total ofp TH slots andn sensors
in the network. Each sensor may be allocated any number of
TH slots for transmissions; hence, there are2p − 1 ways of
selectinghi ⊆ C for each sensor. Since there aren sensors,
the total complexity ofMAX-THROUGHPUTis Θ(2np).

The throughput optimization problem is formulated as:
Max: Ptotal

subject to:

ci ∈
⋃

j=1

hj ∀ci ∈ C;∀hj ⊆ C (6)

m∑

j=1

Ps(i,j) > 0 si ∈ Vs; rj ∈ Vr (7)

dv(j)∑

i=1

fij · sij ≤ wj ∀si ∈ Vs, rj ∈ Vr (8)

m∑

j=1

sij ≥ 1 ∀si ∈ Vs, rj ∈ Vr (9)

sij ∈ {0, 1} (10)

Equation 6 ensures that all the available codesri ∈ R must
be allocated to at least one sensor for data transmission, which
maximizes the utilization of all available resources. Equation 7
ensures that no sensor in the network will be starved. Equation
8 ensures that the sum of all flows to any particular sink will
not exceed its maximum bandwidth. Equations 9 and 10 ensure
that each sensor must be allocated to at least one sink.

IV. H EURISTICS

The presence of multiple sinks in the network calls for
a resource allocation scheme that can maximize the overall
network utilization and efficiency. In wireless networks with
multiple sinks, many packets are duplicated at the sinks due
to the broadcast nature of wireless communications. Although
this improves the reliability of the network by creating re-
dundancy at multiple sinks, the advantage of having multiple
sinks in the network is not fully exploited. In this section, we
describe a greedy heuristic that: (i) effectively leverages on the
presence of multiple sinks to improve throughput; (ii) achieves
some form of fairness; and (iii) can be used as an admission
control mechanism to provide QoS.

When there are multiple sensor nodes transmitting at the
same time in the shared communication channel, typically
only the signal with the highest SINR value above a par-
ticular receiver threshold will be accepted at the receiver
(or sink). This results in under-utilization of the available
network resources when the same packet is received by more
than one sinks. Hence, the main objective of our proposed
heuristic is to reduce duplicates and increase the number of
successful simultaneous transmission by different nodes, while
maintaining some form of fairness in the network.

In the presence of multiple sinks, the overall probability of
successful transmission of sensorsi can be modeled as:

Ps(i) = 1−
m∏

j=1

1− Ps(i,j) (11)

where Ps(i,j) is the probability of successful transmission
between sensorsi and sinkrj as defined in Equation 2.

We assume that the algorithm is run by a central controller.
First, the distances among the sensors and sinks are collected.
The shortest distance of sensorsi to any sink is defined as:

d(i)′ = min(di1, di2, ..., dim) (12)

wheredij is the distance betweensi and a particular sinkrj .
The algorithm maintains three lists: (1)L1: list of sensors

with unallocated time slots; (2)L2: list of sensors whose time
slot allocations are currently being determined; and (3)L3: list
of sensors with allocated time slots. In the beginning, all the
sensors are in listL1 and sorted in ascending order according
to their respective values ofd(i)′. Sensors are always removed
from L1 in this order.L2 andL3 are initially empty.

The algorithm proceeds in rounds of considering one sensor
at a time untilL1 is empty andL3 contains all the sensors. In
each round, the algorithm picks sensorst with the minimum
d(i)′ from L1 and attempts to insert it intoL2. The values of
Ps(i,j) of each sensor that is currently inL2 is computed to
take into account the interference caused by all elements in
L2 as well asst. The value of|hi| is also updated such that
|hi| = p·(|L2|+1)

n , where|L2| is the size of listL2.
We compare the probability of successful transmission of

each sensorPs(i), si ∈ L2 with its corresponding probability
of successful transmission when random allocation is used,
i.e. Pr(i). The random allocation refers to the case whereby



Algorithm 1 TH Slot Allocation
Require: Sorted list L1,L2 = ∅, L3 = ∅, C, Crem = C
Ensure: Mapping M

for each elementst ∈ L1 do
Update|hi|
if Crem = ∅ then

break
end if
for each elementsi ∈ L2 do

CalculatePs(i) andPr(i)
end for
if Ps(t) ≥ α · Pr(t) and@ Ps(i) < α · Pr(i) then

L1 = L1− {st}; L2 = L2
⋃

st

else
Allocate hi to ∀si ∈ L2; Crem = C − {hi}
L3 = L3

⋃
L2; L2 = {st}

end if
end for
if L1 6= ∅ then

Allocate C to ∀si ∈ L1
else if Crem 6= ∅ then

Allocate Crem to ∀si ∈ L3
end if
return

all the sensors uniform-randomly select a slot from the entire
set C of available TH slots for each data transmission. The
value of Pr(i) is calculated according to Equations 2 and 11
with q = n− 1 and |hi| = p. The sensorst is removed from
L1 and inserted intoL2 iff Ps(t) ≥ α · Pr(t) and:

@ Ps(i) < α · Pr(i) ∀si ∈ L2 (13)

whereα is a tunable parameter usually between 0 and 1.α
controls the amount of tolerable interference that is acceptable
above the random allocation. It is needed to account for the
fact that Equations 2 and 11 assume that the data queues
are always backlogged. Note that whenα = 0, the scheme
becomes a random allocation. For light to medium loads,
α = 1 may be too conservative and a smallerα may be
needed. The impact ofα is investigated through simulations
in the section on performance evaluation.

If Equation 13 is not satisfied,st is not added toL2. Instead,
the current sensors inL2 are allocated the next|hi| = p·|L2|

n
TH slots that have not been assigned to any sensor, and moved
from L2 to L3. The algorithm proceeds with insertingst to
(the now empty)L2 and the cycle repeats with the next sensor
in L1. The algorithm terminates when all the sensors have
been allocated TH slots or when there is insufficient slots to
be allocated to the sensors. In the former case, the excess time
slots, if any, are allocated randomly among the sensors. In the
latter case, the remaining sensors inL1 andL2 pick from the
entire set ofp TH slots for transmissions.

The algorithm achieves the following: By grouping together
nodes that are of similar distances to the sinks, the number
of successful simultaneous transmissions by different sensors
can be increased. Such grouping also has the benefit of
achieving better fairness. Next, by using random allocation as
the baseline, we ensure that there will be improvement over
random allocation whenever possible. The pseudo code of the
algorithm is presented in Algorithm 1.

TABLE I
SIMULATION PARAMETERS

Parameter Value

Terrain size 8m× 8m

Number of sensorsn 16 to 256

Number of sinksm {1,2,3,4,5}
Transmission powerP -14.32 dBm

Channel frequencyf 4 GHz

Center frequencyfc 4492.8 MHz

Channel bandwidthB 499.2 MHz

Number of TH slotsp 8

Slot lengthTslot 0.2304 ms

Frame lengthTframe ≈ 2 ms

Packet arrival rate (per source)λ 100 to 1000

Packet lengthL 56 bytes

V. PERFORMANCEEVALUATION

We study the performance of our proposed heuristic using
Qualnet [11], a scalable network simulator. The PHY and
MAC layers in Qualnet are modified in order to model the
characteristics of a slotted-Aloha MAC protocol in a TH-
UWB physical medium. We do not consider the effects of time
synchronization and localization in the slotted-Aloha MAC
protocol. Due to the presence of multiple sinks in the network,
each packet may be received by more than one sink. We
assume that the central controller, which executes the algo-
rithm, is connected through a wired network to the data sinks;
hence, only the sink that first receives the packet sends an
implicit ACK to the sensor. In the event of packet losses arising
from the imperfect physical channel, interference or packet
collisions, each packet is allowed up to 3 retransmissions, after
which the packet is discarded. We make use of the Poisson
traffic model with a mean packet rateλ. Each simulation
setup is run for 10 different seeds to minimize any arbitrary
randomness. Table I summarizes the simulation parameters.
Based on the parameters used, the maximum transmission
range without interference is about 8m.

A. Network with Varying Traffic Loads

Figure 2 shows the performance of our proposed heuristic
in a network with 16 sensor sources and 2 sinks The traffic
load is varied by increasingλ from 100 packets/second to
1000 packets/second. As the traffic load increases, the net-
work becomes increasingly congested, resulting in excessive
collisions and low Packet Delivery Ratios (PDRs), as shown
in Figure 2(a). Despite this, the proposed heuristic can still
achieve higher normalized throughputs and lower delays, as
shown in Figures 2(b) and 2(c) respectively. The efficiency of
the different allocation schemes is illustrated in Figure 2(d), in
which the number of retransmissions required per data packet
in the proposed scheme is always lower than that required
in the random allocation scheme. The efficiency of the MAC
protocol has a considerable impact on energy consumption and
network lifetime.
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Fig. 2. Performance of proposed heuristic in network with 16 sensor sources and 2 sinks.

It can be observed that with a very smallα (0.1), the
performance is close to that of random allocation. In this
scenario,α = 0.5 performs slightly better than a value of
1.0 as the interference estimation usingα = 1.0 is too
conservative.

We also study the fairness of the different allocation
schemes using two different metrics, viz. max-min fairness
and proportional fairness. Max-min fairness maximizes the
minimum throughput (or packets received) by any node in
the network, often at the cost of network throughput, while
proportional fairness attempts to strike a balance between
fairness and network utilization. In Figure 2(e), the proposed
scheme withα = 0.5 is able to achieve higher max-min
fairness for λ ≤ 400 where the PDR≥ 0.5. When the
traffic load is high, the random allocation can achieve better
max-min fairness as sensors that are further away have less
available resources (time slots) in the proposed scheme, and
excessive interferences cause these sensors to achieve much
lower throughput than those that are located nearer to the sinks.
However, this phenomenon occurs only when the network is
operating at extremely high loads with PDRs of less than 0.5.
In Figure 2(f), our proposed scheme is able to achieve better
proportional fairness as this metric aims to achieve fairness at
low cost to network utilization.

We have studied the performance of our scheme for larger
network sizes ranging from 32 sensors to 256 sensors, with 2
sinks for data collection, and obtained similar results.

B. Network with Varying Number of Sinks

We study the performance of the network with varying
number of sinks and a proportional increase in the number

of sensor sources in the network. The number of sinks are
varied from 1 to 5, and the corresponding number of sensors
are varied from 8 to 40 in increasing step size of 8. The traffic
arrival rateλ for each sensor is fixed at 400 packets per second.

It can be seen from Figures 3(a) and 3(b) that our proposed
heuristic can achieve throughput improvements of up to30%
with 2 sinks and 16 sensors, while incurring lower delays than
the random allocation scheme. As the number of sinks (and
sensors) in the network increase, the throughput improvement
decreases, but is still able to achieve at least10% improve-
ment. In general, the amount of improvement achievable
depends heavily on the sensor and sink placements and does
not increase with the number of sinks if the sinks are placed
too close together. Varying levels of fairness improvements are
also attained using differentα values, as shown in Figure 3(c).

C. Network with Admission Control

We study the performance of the proposed heuristic as
an admission control mechanism, whereby sensors that have
insufficient codes for allocation (as described in Section IV)
will not be admitted into the system. We implement the
random allocation scheme in the same manner. The desired
QoS metric is defined to be the probability of successful
transmissionsPs and is set to vary from 0.1 to 1.

Table II shows the performance of the proposed heuristic
with 32 sensor sources, 2 sink nodes andλ = 200. Here,Na

refers to the average number of sensor nodes that are admitted
into the system andNs refers to the fraction of admitted
sensors that are able to satisfy the required level of QoS.

At small values of requiredPs, the proposed scheme (with
α = 1) tends to be overly conservative and over-allocate the
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Fig. 3. Performance of proposed heuristic in network with varying number of sinks.

TABLE II
ADMISSION CONTROL IN NETWORK WITH32 SOURCES AND2 SINKS

random α = 0.1 α = 0.5 α = 1.0

Ps Na Ns Na Ns Na Ns Na Ns

0.1 26.4 1.00 30.7 1.00 23.1 1.00 16.6 1.00

0.2 20.2 1.00 25.2 0.99 16.6 1.00 15.9 1.00

0.3 16.6 0.99 24.2 0.98 16 1.00 13.6 1.00

0.4 14 0.99 23.6 0.96 15.9 1.00 9.8 1.00

0.5 11.5 1.00 23.1 0.88 15.5 1.00 8.7 1.00

0.6 9.4 1.00 21.6 0.80 13.6 1.00 8.7 1.00

0.7 7.5 1.00 19.8 0.73 11.5 0.97 8.4 1.00

0.8 6 1.00 18.9 0.64 9.8 0.93 8.3 1.00

0.9 4 1.00 17.5 0.49 9.6 0.86 8.1 0.99

1 1 1.00 16.6 0.23 8.7 0.92 8 0.99

number of time slots to sensors that are nearer to the sink, thus
permitting a smaller number of sensors into the system. For
α = 0.5, for requiredPs ≥ 0.4, the proposed scheme admits
more nodes into the system as compared to the random case.
In particular, the minimum number of admitted sensors and
sensors satisfying the requiredPs is at least equal to number of
time slots available, whileNs goes to 1 for random allocation
under very high load. It is interesting to note that for admission
control purpose,α = 0.1 works well for low to medium load
where significantly more sensors can be admitted. The trade-
off is that some of these nodes attain less than the required
Ps. For example, with requiredPs = 0.5, twice the number
of sensors can be admitted, but 12% of these nodes havePs

less than 0.5.

VI. CONCLUSION

Slotted-Aloha is a viable candidate as a MAC protocol in
TH-UWB networks, due to its simplicity and the impulsive,
carrier-less nature of UWB transmissions. With TH-UWB,
sensor nodes in the network are able to select different time-
hopping slots for transmissions to the sinks, thus providing
some form of multiple access even at the physical layer.

In this paper, we study the time slot allocation problem
in multi-sink single-hop UWB networks and prove that the
optimal allocation of TH slots to the sensors is NP-hard.
A greedy heuristic is then proposed to allocate TH slots to

groups of nodes that are of similar distances to any sink
together. This has the dual objectives of improving throughput
by encouraging concurrent transmissions to multiple sinks,
as well as achieving fairness by segregating the contention
between sensors that are placed at different distances from
the sinks. Simulation results show that our scheme is able to
perform well, and can also be used for admission control.

As part of future work, we will study the routing problem in
multi-sink multi-hop UWB-based networks and explore ways
of achieving high throughput with admission control.
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