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Abstract— In wireless sensor networks, it is desirable
to maintain good sensing coverage while keeping the
number of active sensor nodes small to achieve long system
lifetime. Existing coverage algorithms assume some form
of localization and that complete coverage is needed. Our
work is motivated by two observations. First, localization
is expensive, error-prone and not required for a coverage
algorithm. Instead, coverage algorithm can be designed
using only distance information between two nodes. Sec-
ond, complete coverage can lead to excessive redundancy,
resulting in inefficiency in terms of active nodes needed.

In this paper, we first present a scheme that estimates
the distance between any two neighboring nodes using only
local information. We then present CCP, a configurable
coverage protocol that requires only neighbor distance
information. CCP can be configured such that at least
α portion of the area will be covered by active nodes
with high probability, where α is a tunable parameter. In
addition, CCP achieves similar performance to OGDC [1]
in terms of coverage and active nodes required. Compare
to OGDC, CCP offers the flexibility to trade-off between
coverage and nodes required. By setting the coverage
objective to 90%, about 22% node savings can be achieved.

I. I NTRODUCTION

Low-cost sensor devices are failure-prone. In typical
sensor networks, these devices are deployed in higher
than necessary densities to meet various design specifi-
cations. In order to conserve energy and prolong network
lifetime, at any time instance, only a portion of these
sensors are active while others operate in “sleep” mode.
However, if too many nodes are turned off, there may
be a large area that cannot be monitored. Therefore, one
important research challenge in wireless sensor network
(WSN) is the coverage problem, in which the number of
active sensors needed to cover the area of interest is to
be minimized.

Sensor network coverage is an active research area.
Most existing protocols [1]–[7] work on complete cov-
erage (either1- or k-coverage) and can be centralized [2]
or distributed [1], [3], [4]. These protocols also assume

accurate location information to be available. Our work
is motivated by two observations. First, global localiza-
tion is expensive, error-prone and is not necessary for
a coverage algorithm. Instead, coverage algorithm can
be designed using only distance information between
two nodes. Second, by requiring complete coverage,
excessive overlap may occur. By reducing the coverage
requirement, substantial savings can be achieved.

Localization can be performed in a number of ways.
First, localization can be performed with a node in direct
contact with three or more high power beacon/anchor
nodes which know their accurate locations [8]–[10].
However, such systems can be expensive and the per-
formance depends highly on the number of beacons
available and accuracy of the distance estimation to the
beacons. In GPS [8] and Cricket [9], each node has to
be equipped with the appropriate receiver. For GPS, the
devices are expensive and power consuming, and cheap
GPS devices may have large errors [8]. Cricket [9] is
designed for in-door use, is short range and requires line-
of-sight. In [10], the localization scheme may require
a fairly large number of anchor nodes to be heard by
any node who needs accurate location. For example,
more than 10 anchor nodes are needed to have an
error of less than50% of the communication range. In
[11], the localization scheme requires nodes to estimate
their distances to the beacon nodes which are out of
communication range. According to [12], the errors can
be up to60 − 140% of communication range. Finally,
localization can be calculated from distance information
among the neighbors [13]–[15]. However, the process is
not straightforward. Building the global location system
with distance information requires the graph to be glob-
ally rigid [13], [15]. In fact, it is proven in [14] that even
when both distance and angle information are available
with a small amount of errors, the localization is still
NP-hard. All of the methods are either expensive and
not applicable to many networks, or may have a large
error range which is not useful in design of coverage
algorithms.

The contributions of this paper are as follow.
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• First, we present a scheme that estimates the dis-
tance between any two neighboring nodes using
only local information. Since no localization is
performed, there is no need for anchor node or
angle information. The estimation scheme assumes
random node placement, homogeneous nodes and
circular communication and sensing range. Simu-
lation evaluation shows that the estimation error
decreases with increasing node density and the
mean estimation error approaches zero with suffi-
ciently high node density. The impact of irregular
communication is also investigated and simulation
results show that while the absolute error increases
with irregularity, the error is still relatively low.

• Next, we present a configurable coverage protocol,
called CCP, that uses as input, distance between two
nodes rather than actual position. Distance infor-
mation among nodes is much easier to obtain than
accurate global location information. CCP allows
the trade-off between coverage and node usage. It
can be configured to cover at leastα portion of the
area with high probability. For complete coverage
(α = 1), CCP is comparable to OGDC in terms of
coverage and number of active nodes required. For
90% coverage,22% node savings can be achieved.

The paper is organized as follow. In SectionII , we
present related work and in SectionIII , the network
model and notations used are given. The distance estima-
tion scheme is presented in SectionIV, and the coverage
protocol in SectionV. We conclude in SectionVI .

II. RELATED WORK

Many topology and density control protocols have
been proposed in the literature. Some protocols deal
only with ensuring connectivity, while others integrate
the issues of connectivity and coverage.

GAF [16] divides a region into rectangular grids, and
ensures that the maximum distance between any pair
of nodes in adjacent grids is within the transmission
range of each other. Only the leader in each grid stays
awake and relays packets. The leader election scheme in
each grid takes into account battery usage at each node.
SPAN [17] decides whether a node should be working
or sleeping based on connectivity among its neighbors.
The objective of both algorithms described is to maintain
network connectivity and does not deal with coverage.

[18] defines a sensor coverage metric called surveil-
lance that can be used as a measurement of quality
of service provided by a particular sensor network.
Centralized optimum algorithms that take polynomial
time are proposed to evaluate paths that are best and least

monitored in the sensor network. [19] further investigates
the problem of how well a target can be monitored over
a time period while it moves along an arbitrary path
with an arbitrary velocity in a sensor network. Localized
exposure-based coverage and location discovery algo-
rithms are proposed in [20].

In [3], the authors propose an algorithm that ensures
complete coverage using the concept of “sponsored
area”. Whenever a sensor node receives a packet from
one of its working neighbors, it calculates its sponsored
area (defined as the maximal sector covered by the
neighbor). If the union of all the sponsored areas of a
sensor node covers the coverage disk of the node, the
node turns itself off. The sponsored area is defined by the
nodes that are within sensing range of each other. Thus,
the number of active nodes required are much larger than
the optimal solutions.

In [1], [4], the authors first prove that when com-
munication range is at least 2 times the sensing range,
a completely covered network is also connected. They
then propose an algorithm called OGDC (Optimal Ge-
ographical Density Control). The sensor nodes decide
whether they are or close to the optimal positions and
decide whether they should turn on or off themselves
distributively. As OGDC performs very close to the
optimal solution for very high network density, we used
it as a baseline comparison for CCP in the simulation
section.

[5] describes a method to determine if an area isk-
covered by checking only the intersection points on the
perimeter of a sensing circle. The proposed method is
extended to an algorithm that finds the set of nodes that
providek-coverage.

In [6], the authors analyze the number of random sens-
ing neighbors (nodes within sensing range) required for
some confidence of redundancy of the current node, as
well as the probability of complete redundancy based on
the number of random sensing neighbors. This approach
is based purely on random point processes (Poisson Point
Process), but it is still based on sponsored area (as in [3])
which may produce inefficient results.

In [7], the authors propose a way to totally eliminate
the communication cost of coverage calculation. This is
a grid-based approach, and only one node will be awake
in each grid, and by doing so, nodes do not need to know
the neighboring node information.

Most of the above algorithms and protocols (except
[6]) require accurate location information to be stored
on each sensor nodes, and they all work on complete
coverage rather than a configurable coverage.
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III. A SSUMPTIONS ANDNOTATIONS

We assume that the sensor nodes are randomly dis-
tributed in a very large2D region with densityλ. Thus,
node distribution can be estimated as a Poisson point
process. We assume uniform sensing model and uniform
communication model, which means all the sensor nodes
have same sensing range (rs) and communication range
(rc). Events occurring inside sensing range will be de-
tected and vice versa.

Due to obstacles, interference and fading effects, the
unit communication model may not be true in practical.
We have also evaluated the distance estimation algorithm
using a more realistic, irregular communication model
based on degree of irregularity (DOI) [10] through
simulation in SectionIV.

We use capital letter such asA to represent a region of
interest, andNA is the random variable for the number of
nodes inside regionA. nA represents the actual number
of nodes inside regionsA. When the context is clear,
A will also be used to represent the content(area) of a
region.

IV. N EIGHBOR NODE DISTANCE ESTIMATION

A. Problem Formulation

As explained in the previous sections, estimating the
distance between two nodes can be easier and less error
prone than global localization information. We propose a
simple distance estimation algorithm which can provide
enough accuracy for coverage protocol. The basic idea
can be explained as follow. In Figure1, the distanced
between two nodesA and B is to be estimated. LetA
andB be the region of communication circles of nodeA
and nodeB respectively. The common region of region
A andB is X. Also, let there bena nodes inA, nb nodes
in B, andnx nodes inX. Intuitively, whend is small,
nx is large andna and nb are small. Conversely, when
d is large (A and B within communication range),nx is
small, whilena andnb are large. Hence, by taking into
account the values ofna, nb andnx, d can be estimated.

d

rc

A B
X

Fig. 1. The number of common neighbors of two nodes can be used
to estimate the distance between the two nodes

As na, nb andnx are correlated, the problem can be
redefined as follow. Given(na − nx) nodes inA − X,
(nb − nx) nodes inB − X, and nx nodes inX, what
is the estimated distanced between nodeA and node
B? In the following analysis, we letm, n, andc denote
(na−nx), (nb−nx), andnx respectively to simplify the
expressions.

B. Maximum Likelihood Distance Estimation

Maximum likelihood estimation is used to estimate
the size ofX and thus the distanced. The probability
of having certain number of nodes inside an area given
the value of the area is given in Equation1.

p(NA = n) =
e−λA(λA)n

n!
(1)

We need to find the value ofX which maximizes (let
a = λA = λB and t = λX),

M = p(c|X)p(m|A−X)p(n|B −X)

=
e−2aettc(a− t)m+n

c!m!n!
(2)

Maximizing Equation2 we get

X =
−(m + n + c− a) +

√
(m + n + c− a)2 + 4ac

2λ
(3)

If X < Xmin, we can setX = Xmin, and if X >
Xmax, we can setX = Xmax. WhereXmin = (2π

3 −√
3

2 )r2
c , andXmax = πr2

c .
Results obtained using Equation3 turn out to be fairly

inaccurate when node density is low. This is because
the number of nodes within communication range is too
small to provide good accuracy, though the accuracy
is much better for high node density. The approach
taken to improve the estimation accuracy is to increase
the number of samples through the use of multiple
transmission power levels. By varying the transmission
power, the sensor nodes can communicate with different
sets of neighbors. This additional information helps to
improve the estimation accuracy.

Take an example of two power level sensor nodes,
as shown in Figure2. The two sensor nodes have2
communication radiusrc1 and rc2 (rc1 ≤ rc2), and
communication covered areas by the two power levels
areA1 = B1 = πr2

c1, andA2 = B2 = πr2
c2. By adjusting

the power levels, there are4 combination of estimations,
A1 with B1, A2 with B2, A1 with B2, and lastlyA2 with
B1. For the case ofA1, B1 and A2, B2, the estimation
is the same as the previous section.

For the two cases with different communication ra-
dius, again, the maximum likelihood estimation method
can be used.
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rc2
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X

rc1

Fig. 2. 2 Power level sensor nodes

M = p(c|X)p(m|A1 −X)p(n|A2 −X)

=
e−λ(A1+A2)ettc(a− t)m(b− t)n

c!m!n!
(4)

Wheret = λX, a = λA1, andb = λA2.
The maximization ofM is same to maximizelnM

and can be simplified to solve the following equation,

t3 + (m + n + c− a− b)t2 + (ab− ac

− bc− an− bm)t + abc = 0 (5)

The equation can be easily solved by any approxima-
tion algorithms or cubic formula.

The final estimates can be calculated as the average
of the estimates on four possible combinations.

C. Evaluation

A set of simulations are run to evaluate the perfor-
mance of distance estimation schemes. We compare the
performance of using one and two transmission power
levels. rc is normalized to1 and the communication
ranges with two power levels are0.5 and1. The results
are show in Figure3. It can be clearly seen that with
low node density, the estimation based on multiple
transmission power gives significant improvements on
estimation accuracy. The performance of the estimation
improves with the increasing node density.

The mean distance estimation error can be reduced
to 2% of rc for node density larger than5 using two
transmission power levels. At such node density, the98%
percentile values is less than10% of rc. Whenrc = 2rs

1,
the mean distance estimation error is4% of rs. Hence,
the distance estimates can provide enough accuracy for
coverage problems.

Next, we relax the assumption on the perfect disk
communication model. Instead, we adopt the model

1This is a meaningful assumption, becauserc ≥ 2rs is a necessary
and sufficient condition for a completely covered network to be
connected [1], and meanwhile keepingrc as small as possible can
reduce energy cost.
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Fig. 3. Distance Estimation Error (98% Percentile and Mean) v.s.
Node Density. Single and dual power levels are indicated as (1) and
(2) respectively

suggested in [10]. In this model, there is a lower bound
and upper bound on signal propagation. Beyond the
upper bound, all nodes are out of communication range;
and within the lower bound, every node is guaranteed
to be within communication range. In between lower
and upper bound, degree of irregularity (DOI) is used
to denote the irregularity of the radio pattern. DOI is
defined as the maximum radio range variation per unit
degree change in the direction of radio propagation.
Figure4 shows an example of radio irregularity with the
value of DOI0.05 and0.2 respectively (DOI of value0
is the same as the perfect disk model).

Fig. 4. Radio Pattern Examples with DOI=0.05 and0.2 respectively

Figure5 shows how the estimation (two power levels)
error varies with DOI (assume upper bound is1 and
lower bound is0.5 for the first power level, and upper
bound is0.5 and lower bound is0.25 for the second
power level). It can be observed that estimation error
increases almost linearly with DOI. With a relatively
high (DOI=0.2) irregularity in communication range,
with two power level of estimation, the average error
can still be tolerable for coverage applications (about
15% of rc).

Finally, in order to execute the estimation algorithm,
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there is still the need to estimate the node density. Our
simulation result shows that for a randomly deployed
sensor field with sufficiently high node density (λ ≥ 10),
the local node density can be approximated to within
10% if the densities of all1-hop neighbors are averaged.
Hence, it is possible to estimate the node density locally
even if this information is not available.

V. CONFIGURABLE COVERAGE PROTOCOL

In this section, we present the configurable coverage
protocol. CCP only makes use of the distance informa-
tion among the neighboring nodes. It can be built on
top of distance estimation scheme proposed in Section
IV but will also work with any other distance estimation
schemes or absolute co-ordinates localization schemes
as long as the error is constrained to be within a small
potion ofrs. In emerging wireless technology like Ultra-
wide Band or UWB, distance between nodes can be
easily measure due to the physical layer properties and
the information is available through the MAC layer [21].

CCP allows the users to specify the coverage objective
α. In order to ensure that the coverage objective will
be met, we need a way to compute or estimate in a
distributed manner (with only distance information), the
vacancy of the network. The approach used in CCP is
shown in Figure6. Given a set of active nodes, the
area is divided into non-overlapping triangles (without
considering boundary effects), and the vertices of these
triangles are the active nodes. The basic idea for selecting
an additional node to be active is that the ratio of the size
of the vacancy or white area (Vj) inside the triangle to
the area of the triangle (Tj) should be less than or equal
to 1 − α. For a large WSN, by ensuring that coverage
objective is met locally, the global coverage which is
computed as1−

P
VjP
Tj

will be satisfied too.
In CCP, each node distributively elects itself based

on the existing edges/triangles that have already been

Fig. 6. Illustration of Coverage and Vacancy Estimation

formed and the vacancy values of possible new triangles
if it is active. Each node will start a timer based on the
vacancy value of the new triangle formed by itself and
existing edges, and once a node decides to be active,
it will broadcast power on information first and other
nodes will implicitly cancel their timers.

Note that in order to ensure the correctness of CCP,
it is necessary that active nodes are added one at a time
and this is built into the protocol design. By adding
only one active node at a time, a unique sequence of
(active) nodes addition is obtained. Such a sequence
will generate a unique set of triangles formed by adding
a new active node to two existing active nodes. This
set of unique triangles covers the entire area of interest
(excluding boundary effects) and the triangles do not
overlap, ensuring that there is no double counting of
vacant and covered area.

A. Vacancy Inside Triangle

While the vacancy may be easily identified graphically
or visually, computing the exact values ofVj using only
distance information among nodes is more complicated.
Before we formally describe CCP, it is essential to have
a look at how the vacancies inside the triangles can be
calculated.

1) Triangle Vacancy Calculation:Given the distances
between each pair of the sensor nodes ared1, d2

and d3, the area of the triangle isT (d1, d2, d3) =√
s(s− d1)(s− d2)(s− d3), where s = 1

2(d1 + d2 +
d3). The common coverage between any pair of the
nodes with distanced, where d < 2rs, is given by
f(d) = 2r2

s arccos( d
2rs

)− d
2

√
4r2

s − d2. The vacancy of
the different cases shown in Figure7 can be calculated
easily. The percentage of vacancy inside the triangle can
then be calculated byV/T . However, for some other
cases as will be listed in sectionV-A.2, the vacancy
cannot be calculated easily. We call these exceptional
cases. CCP tries to avoid such cases during selection of
active nodes.

2) Exceptional Cases of Vacancy Calculation:Note
that for the cases shown in Figure7, the sensing nodes
are in “good” positions where the angles of the triangle
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Fig. 7. Triangle Vacancy Calculation. (a)V = 0 (b) V = T −
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are“balanced”. These cases can be easily identified using
the distance information and the vacancy inside the
triangle calculated in a very simple and standard way.
Figure 8 shows the exceptional cases where the simple
formula does not apply.

(a) (b) (c) (d)

Fig. 8. Exceptional Cases of Triangle Vacancy Calculation

For exceptional cases (a),(b) and (c) shown in Figure
8, the problem comes from the fact that one edge of
the triangle crosses all three circles. In addition, it can
also be observed that in these cases, the angles inside
the triangles are highly imbalance. In cases (a) and (b),
one of the angles is very large while in case (c), one of
the angles is very small.

In exceptional case (d) shown in Figure8(d), the
vacancy in the left triangle is actually affected by one of
the node in right triangle. The vacancy in the left triangle
is smaller than the vacancy compute using the calculation
stated in the previous section. In this situation, the
vacancy is over estimated and the global objectiveα can
still be satisfied. It can also be observed that case (d) is
always linked to case (a) and (b).

All of the exceptional cases are not desirable. In
particular, in cases (a) to (c), the vacancy is difficult to
compute. In fact, we would further argue that these cases
should also be avoided because they potentially increase
the number of active nodes that are needed for the same
coverage objective. The inefficiency of cases (a) and (b)

can be explained using an example shown in Figure9(a).
NodeA andB are known active nodes, if nodeC decides
to be active because the vacancy in triangleABC is
smaller than the predefined value, then nodeE will not
be selected based on the edgeAC because there is a very
large vacancy in triangleEAC. A node that is closer to
edgeAC has to be elected, which is nodeD in this
example. On the other hand, as shown in Figure9(b),
if node E decides to be active based on edgeAB, the
final results will be triangleABE and BCE, which is
better than the example in Figure9(a)because the former
example tends to have more active nodes than the later
one, even though in both cases, the average objective is
met. Thus, when bothE andC hears information about
edgeAB, E should elect itself first,C is undesirable.

A

C

B

D
E

(a)

A

C

B

D
E

(b)

Fig. 9. Illustration of Inefficiency Caused by Exceptional Cases 6
and 7

Case (c) only happens when nodeA and B are too
close to each other. For a sufficiently high node density,
case (c) is not likely to happen. It is also undesirable
because the amount of redundancy is high.

In conclusion, in order to design an efficient dis-
tributed algorithm for configurable coverage, the excep-
tional cases should be avoided because they provide
less efficient solutions and the vacancy for these cases
are hard to calculate. However, depending on the actual
placement, it may not be possible to avoid these cases
completely. Nevertheless, for most node density of in-
terest where complete coverage is possible, these cases
are rare. Hence, even when these cases are included and
no vacancy is assumed (instead of computing the actual
vacancy), the error is small.

B. Node Selection Constraint

As previously mentioned, in CCP, active nodes are
added one at a time. In the new node selection process,
the set of active sensor nodes must be connected at all
times (connectivity constraint) and the exceptional cases
analyzed in previous section shall be avoided as much
as possible (angle constraint). Thus, during the selection
process, nodes that satisfy both connectivity and angle
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constraints are considered first. If both constraints cannot
be met at the same time, then connectivity constraint
naturally takes priority over the angle constraint.

1) Connectivity Constraints:CCP tries to elect a
subset of sensor nodes that coverα portion of the
environments, it does not consider the connectivity of
the network formed by the active sensor nodes. To
maintain network connectivity in CCP, a node should
only volunteer itself if it is able to communicate with
both end vertices of the edge. Thus, each edge of the
triangles is connected, and the whole network is then
connected.

2) Angle Constraints:From observation, the excep-
tional cases in Figure8 occur only when there are
small (or large) angles inside the triangle. These small
or large angles will cause imbalance in the length of
edges, and thus may cause the imbalance in vacancies
in adjacent triangles. In order to avoid the exceptional
cases, small (or large) angles in the triangles should be
avoided. Therefore, CCP selects the node not only based
on the vacancy values inside the triangle, it also tries to
select the triangle that maximizes the minimum angle.
Note that this is different from the concept of Delaunay
triangulation.

As discussed, the exceptional cases in Figure8(a)and
8(b) are undesirable. For a dense network, it is better to
eliminate all such possibilities to form a triangle of such
cases, i.e., the nodes that will form exceptional triangles
will not perform any action. As shown in Figure10(a),
considering the connectivity constraint and avoiding the
exceptional cases, only the nodes in the shadowed area
should compete for the active nodes. The minimum
angles formed by the competing nodes and the edge
should beβ1. Any node that has an angle smaller than
β1 will just ignore the new triangle and edge message.

The value ofβ1 can be calculated by,

β1 = arcsin(
rs

d
). (6)

Note that the value ofβ1 can be up toπ
2 when d

is close to0. Thus, even when network is dense, such
constraint shall not be performed whend is small.

Another constraint in angle is shown in Figure10(b).
When a node decides to become active and form a new
triangle, it will broadcast the power on message. All
other nodes that are within the communication range of
this node will hear this broadcast and try to cancel their
timers. It is thus essential for every node that is trying to
compete for the new vertex to hear this message. These
nodes should be constrained in the shadowed area in
Figure 10(b), in which every node is able to directly
communicate with other nodes. The shadowed area is
limited by angleβ2, which is calculated by,

β1 rs
d

(a)

β2

rc
β2

d

(b)

Fig. 10. Angle Constraints

β2 = arccos(
rs + d

2rs
). (7)

Nodes that can form an angle large thanmax(β1, β2)
meet the angle constraints and are preferred. For a
sufficiently dense network, one or more nodes will be
able to meet this angle constraints in most cases.

3) Rigidity Constraints:It is possible that given only
distance information, the relative position of a node to
some of its neighbors cannot be determined (i.e., the
local distance graph is not rigid, the node can possibly
be on either side of an edge), especially when there are
errors in distance estimation. In CCP, any node who
cannot form robust quadrilateral2 to existing triangles
will not elect itself as an active node.

It should be mentioned that, the angle constraints
in previous section also help in dealing with distance
errors because maximizing the minimum angle is able to
help the protocol tolerate more distance errors without
affecting the robustness of the local distance graph [15].

C. Protocol Description

In this section, we present the CCP protocol.
1) Selection of Starting Node:At the initial selection

phase, all nodes are in the “UNDECIDED” state. A node
should volunteer to be the starting node with probability
p. The value ofp should be a small value such that it is
not likely to have many volunteer starting nodes in each
round of selection.

When a node decides to be a starting node, it first
waits for a random timets uniformly distributed within
[0, tsmax]. tsmax can be any reasonably large values,
for example, 20 times the MTU transmission time. This
waiting time is used to reduce the probability of having
multiple starting nodes but is not crucial for the correct-
ness of CCP. If the node does not hear any messages

2A robust quadrilateral is a complete distance graph of4 vertices,
which means the distance information between any pair of the4
nodes is known.
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from neighboring nodes withints, it will change its
state to “ON” and broadcast the power on message. If it
receives any power on messages from neighbor nodes,
it will simply cancel the timer.

2) First Edge and First Triangle Formation:After the
first starting node broadcasts the power on message, all
neighbors around the starting node will set a timert1. If
the timer fires, the node will change its state to ”ON”.
The value oft1 is based on the distance to the starting
noded.

When a node turns ”ON”, it broadcast power on
message together with the edge information. The edge
information includes the local unique id of the two end
nodes as well as the length of the edge.

Upon receiving the edge information, the neighboring
nodes will set a timert2. If the timer fires, the node
turns ”ON” and form the first triangle. The value oft2
depends on the vacancy as well as the angles inside the
triangle it forms.

The node will broadcast the power on message to-
gether with the triangle information. The information
includes the id of the three vertices and the length of the
three edges. This message also has information about the
new edges generated by this triangle (there are normally
two new edges). All nodes will save the triangles formed
associated with itself (i.e. if a node is a vertex of the
triangle, it will save this triangle information). All nodes
that hear the triangle information and locate at the same
side with the broadcasting node will cancel their timers.

3) Node Selection Process:Upon receiving the tri-
angle and new edge message, only those nodes that
are located at different side of the new edge with
the triangle will perform actions. Each node will first
examine whether it has any triangle associated with itself
and share a common vertex with the new edge. If there
is, it will then look at the edge connecting itself and
the common vertex, to see whether the edge has two
triangles associated with it. The node will take no action
if there are already two triangles associated with this
edge. If there is only one triangle associated with the
edge, and it satisfies the vacancy requirement, it will
announce an creation of a new triangle with only one
new edge immediately. This approach always tries to
close the region around the common node first.

Otherwise, all other nodes set timert2 based on the
vacancy and angles to the new edges. The node that fires
first turns itself ”ON” and announce the existence of a
new triangle with two new edges. All nodes that hear the
new triangle information will cancel their timert2. Based
on the triangle information broadcast by its neighbors,
when a node notices that it is within one of the triangles
formed, it turns itself ”OFF”. The protocol terminates

when all nodes are either in the ”ON” or ”OFF” states.

D. Discussion of CCP

1) Starting Node Probabilityp: The value ofp should
be small enough so that in the ideal case, only one node
in the whole network becomes starting node. This can
be a value of say1N .

2) Timer t1: The timer t1 should be based on the
distance to the initial startup node. Based on the heuris-
tics used in CCP, the optimal distance should be the
edge length of the equilateral triangle which exactly has
vacancy of1− α.

The value oft1 is then calculated byt1 = a(do−d) if
d < do, andt1 = a(d−do)+ c if d > do, wherea, c are
constants andc is used to degrade the distances that are
larger than optimal (which may cause more vacancy).

3) Timert2: The value oft2 can be calculated by the
vacancy, as well as the minimum angle. The value oft2
is computed asa|VA −α|+ b

min(a1,a2,a3)
+c, wherea1, a2,

a3 are the angles of the triangle,a, b andc are constants.
c is the penalty for the nodes that have vacancy larger
than predefined value. It is0 for the nodes that have
vacancy smaller than predefined value.

4) Joint of Different Sets of Sensor Nodes:The above
protocol description only considers the situation that
there is only one starting node. Once there are more than
one starting nodes, if there are no special consideration
on this, most probably there will be multiple sets of
active sensors at the end of the algorithm.

When a node hears broadcast of triangle message from
another sets of sensor nodes (differentiated by the id
defined by the starting node), it will consider the joining
of the new edges associated with itself and the new
edges associated with the triangle if any of the possible
triangles satisfy the vacancy requirements.

E. CCP Performance Evaluation

1) Simulation Setup:In all sets of simulations, we
normalize the sensing radiusrs to be1. The communi-
cation rangerc is set to be3. The world size is a30×30
square. The communication range is set to 3 times larger
than sensing range so that the CCP is able to select the
nodes that leave some vacancy. We seta = b = 0.5
for CCP as the weights of vacancy and angle constraint
respectively in all simulations.

The relative localization scheme in the simulation
assumes that the nodes are able to dynamically change
the transmission power levels. Two power levels are used
to estimate the distances, one is withrc = 2 and one is
rc = 1. Note that the value ofrc = 3 is used for CCP
packet transmission, it is not used in distance estimation.
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The performance matrix is defined by the average
vacancy as well as the number of active nodes to monitor
the environments.

2) Performance of CCP and OGDC:In the first set
of experiments, we compare the performance of CCP
and OGDC with both algorithms using the same distance
estimate obtained using the scheme described in Section
IV. To make CCP comparable to OGDC, we set the
coverage objectiveα to 1. In addition, we modify OGDC
protocol to use distance information rather than position.

The simulation results is shown in Figure11. It can
be observed that CCP withα = 1 has very similar per-
formance to OGDC. Overall, OGDC has a slightly better
performance because CCP does not try to minimize node
redundancy but simply tries to select the nodes that leave
no vacancy and satisfy the angle constraints. However,
the performance degradation is small. Using the same
distance estimates, the vacancy achieves by OGDC is
less than0.2% lower and the number of nodes needed
is reduced by less than1%.
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Fig. 11. Comparison between OGDC and CCP
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Fig. 12. CCP with Coverage Objectiveα = 1, 0.95, 0.9, 0.8

It is interesting to note that for both OGDC and CCP
(α = 1), there is always some amount of uncovered
area (about2%− 3%) in the network. The vacancy is a
result of the distance estimation error. In addition, when
node density is low, the amount of vacancy increases
due to insufficient coverage. Therefore, in the presence
of location or distance estimation error, it may not be
meaningful to demand complete coverage even when
network density is high. In our simulation setup, only
coverage objective of0.98 or below can be achieved for
both OGDC and CCP.

3) Performance of CCP wtihα < 1: In the second
set of experiments, we evaluate the performance of CCP
if the objectiveα is set to a value less than1. The results
for α = 1, 0.95, 0.9 and0.8 are shown in Figure12. We
have observed that for values ofα between 0.98 and 1.0,
there is little difference in terms of average vacancy and
number of active nodes needed. As a result, they are not
shown in Figure12.

From Figure12(a), we can see that CCP is able to
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meet the coverage objectives most of the time. There
are two reasons why the objective may not be met.
First, the network density is too low and there are
insufficient nodes. Second, due to distance estimation
errors. Nevertheless, it can be observed that even when
λ = 2 and the distance error is about0.1rc, the mean
vacany is still very close to the objective.

In Figure12(b), whenα is decreased from1.0 to 0.95,
the number of active nodes required is about91% of
the total nodes required whenα = 1. The decrease
in nodes required forα values of 0.9 and 0.8 are
22% and29% respectively. The results can be explained
as follow. Whenα is decreased to95% the savings
(9%) is limited by the number of nodes that contribute
less than5% of additional normalized coverage. The
biggest savings (12%) comes from moving from95%
to 90% coverage when many more redundant nodes can
be found. However, when coverage objective is further
decreased to80%, the amount of redundancy is already
low and further savings is only7%. Further reduction in
coverage objective will not be an effective way to reduce
nodes required.

VI. CONCLUSION AND FUTURE WORKS

In this paper we presented a simple distance estima-
tion scheme, based on which the distances among the
neighboring nodes can be estimated. The error of the
estimation is sufficient for coverage studies. We also
proposed a configurable coverage protocol which uses
only distances among the neighboring nodes. CCP is able
to estimate the vacancies distributively and the global
coverage objectiveα can be maintained.

Using simulation, we investigated the effects of dis-
tance estimation error on coverage density control pro-
tocols (OGDC and CCP). CCP performs very similar
to OGDC for complete coverage. By relaxing the con-
straints of complete coverage, CCP is able to generate a
subset of sensor nodes which is smaller than the number
of nodes required for a complete coverage.

We have identified several interesting problems for
possible future work. First, by using the vacancy esti-
mation scheme, we would like to compute the vacancy
of any given network efficiently. Second, through local
adjustments, nodes should be able to perform local repair
whenever there is a local failure without involving global
topology change.
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