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Abstract—In wireless sensor networks, it is desirable accurate location information to be available. Our work
to maintain good sensing coverage while keeping theis motivated by two observations. First, global localiza-
number of active sensor nodes small to achieve long systemtjon js expensive, error-prone and is not necessary for
Iifetime.. E>§isting coverage algorithms assume some form 4 coverage algorithm. Instead, coverage algorithm can
of localization and that complete coverage is needed. Our be designed using only distance information between

work is motivated by two observations. First, localization two nodes. Second. bv requirina complete coverage
is expensive, error-prone and not required for a coverage ' » Dy Teq 9 P ge,

algorithm. Instead, coverage algorithm can be designed XCeSsive overlap may occur. By reducing the coverage
using only distance information between two nodes. Sec-reéquirement, substantial savings can be achieved.
ond, complete coverage can lead to excessive redundancy, Localization can be performed in a number of ways.
resulting in inefficiency in terms of active nodes needed. First, localization can be performed with a node in direct
In this paper, we first present a scheme that estimates contact with three or more high power beacon/anchor
the distance between any two neighboring nodes using only nodes which know their accurate locations [8]-[10].
local information. We then present CCP, a configurable paowever. such systems can be expensive and the per-
coverage protocol that requires only neighbor distance formance depends highly on the number of beacons
information. CCP can be configured such that at least . . . .
available and accuracy of the distance estimation to the

« portion of the area will be covered by active nodes ;
with high probability, where « is a tunable parameter. In P€acons. In GPS [8] and Cricket [9], each node has to

addition, CCP achieves similar performance to OGDC [1] Pe equipped with the appropriate receiver. For GPS, the
in terms of coverage and active nodes required. Compare devices are expensive and power consuming, and cheap
to OGDC, CCP offers the flexibility to trade-off between GPS devices may have large errors [8]. Cricket [9] is
coverage and nodes required. By setting the coveragedesigned for in-door use, is short range and requires line-
objective to 90%, about 22% node savings can be achieved.of_sight_ In [10], the localization scheme may require
a fairly large number of anchor nodes to be heard by
any node who needs accurate location. For example,
more than10 anchor nodes are needed to have an
error of less tharb0% of the communication range. In
Low-cost sensor devices are failure-prone. In typicfl1], the localization scheme requires nodes to estimate
sensor networks, these devices are deployed in higliegir distances to the beacon nodes which are out of
than necessary densities to meet various design spe@fimmunication range. According to [12], the errors can
cations. In order to conserve energy and prolong netwdsk up to60 — 140% of communication range. Finally,
lifetime, at any time instance, only a portion of theskcalization can be calculated from distance information
sensors are active while others operate in “sleep” mo@emong the neighbors [13]-[15]. However, the process is
However, if too many nodes are turned off, there mayot straightforward. Building the global location system
be a large area that cannot be monitored. Therefore, ani¢h distance information requires the graph to be glob-
important research challenge in wireless sensor netwalky rigid [13], [15]. In fact, it is proven in [14] that even
(WSN) is the coverage problem, in which the number efhen both distance and angle information are available
active sensors needed to cover the area of interest isnith a small amount of errors, the localization is still
be minimized. NP-hard. All of the methods are either expensive and
Sensor network coverage is an active research areat applicable to many networks, or may have a large
Most existing protocols [1]-[7] work on complete cov-error range which is not useful in design of coverage
erage (eithet- or k-coverage) and can be centralized [2hlgorithms.
or distributed [1], [3], [4]. These protocols also assume The contributions of this paper are as follow.

I. INTRODUCTION



« First, we present a scheme that estimates the disenitored in the sensor network. [19] further investigates
tance between any two neighboring nodes usirige problem of how well a target can be monitored over
only local information. Since no localization isa time period while it moves along an arbitrary path
performed, there is no need for anchor node @rith an arbitrary velocity in a sensor network. Localized
angle information. The estimation scheme assumesposure-based coverage and location discovery algo-
random node placement, homogeneous nodes aitdms are proposed in [20].

circular communication and sensing range. Simu- |, 31 the authors propose an algorithm that ensures
lation evaluat_lon_shows_that the estlm_atlon e”Q,rompIete coverage using the concept of “sponsored
decreases with increasing node density and thg.o» \whenever a sensor node receives a packet from
mean estimation error approaches zero with suffine o jts working neighbors, it calculates its sponsored
ciently high node density. The impact of iregulag e (defined as the maximal sector covered by the
communication is also investigated and simulatigeighpor). If the union of all the sponsored areas of a
results show that while the absolute error increasggnsor node covers the coverage disk of the node, the
with irregularity, the error is still relatively low. 46 turns itself off. The sponsored area is defined by the
« Next, we present a configurable coverage protoClyqes that are within sensing range of each other. Thus,

called CCP, that uses as input, distance between ta, nymper of active nodes required are much larger than
nodes rather than actual position. Distance infofrq optimal solutions.

mation among nodes is much easier to obtain than _
accurate global location information. CCP allows M [1], [4], the authors first prove that when com-

the trade-off between coverage and node usage.r‘rwnication range is at least 2 '_[imes the sensing range,
can be configured to cover at leasportion of the a completely covered network is also connected. They

area with high probability. For complete coveragi!®n Propose an algorithm called OGDC (Optimal Ge-
(a = 1), CCP is comparable to OGDC in terms opgraphical Density Control). The sensor nodes decide

coverage and number of active nodes required. pypether they are or close to the optimal positions and

90% coverage22% node savings can be achievediecide whether they should turn on or off themselves
. . . distributively. As OGDC performs very close to the
The paper is organized as follow. In Sectiin we

optimal solution for very high network density, we used

present related work and in Sectidfi, the network it as a baseline comparison for CCP in the simulation

model and notations used are given. The distance estima- .
: . , section.
tion scheme is presented in Sectidhy and the coverage

protocol in SectiorVV. We conclude in SectioWI. [5] describes a method to determine if an are#-is
covered by checking only the intersection points on the

perimeter of a sensing circle. The proposed method is
extended to an algorithm that finds the set of nodes that
Many topology and density control protocols haverovide k-coverage.

been proposed in the literature. Some protocols dealln[G],the authors analyze the number of random sens-
onIy. with ensuring co_n_nectivity, while others integratgng neighbors (nodes within sensing range) required for
the issues of _c_onnectlwty_ 3”9‘ coverage. ) some confidence of redundancy of the current node, as
GAF [16] divides a region into rectangular grids, ange|| a5 the probability of complete redundancy based on
ensures that the maximum distance between any Bai nymper of random sensing neighbors. This approach
of nodes in adjacent grids is within the transmissiog yyaseqd purely on random point processes (Poisson Point

range of each other. Only the leader in each grid stayg,cess), but it is still based on sponsored area (as in [3])
awake and relays packets. The leader election schemgvmch may produce inefficient results.

each grid takes into account battery usage at each node. o
SPAN [17] decides whether a node should be working N [7]; the authors propose a way to totally eliminate
or sleeping based on connectivity among its neighboFg.e pommunlcatlon cost of coverage calculat!on. This is
The objective of both algorithms described is to maintafh 9rid-based approach, and only one node will be awake
network connectivity and does not deal with coveragel €ach grid, and by doing so, nodes do not need to know
[18] defines a sensor coverage metric called surveift® N€ighboring node information.
lance that can be used as a measurement of qualitypMost of the above algorithms and protocols (except
of service provided by a particular sensor network6]) require accurate location information to be stored
Centralized optimum algorithms that take polynomian each sensor nodes, and they all work on complete
time are proposed to evaluate paths that are best and leastrage rather than a configurable coverage.

Il. RELATED WORK



I1l. A SSUMPTIONS ANDNOTATIONS As n,, n, andn, are correlated, the problem can be

edefined as follow. Give — nodes inA — X,
We assume that the sensor nodes are randomly dis- g = nz)

. . : . . ny — ng) nodes inB — X, andn, nodes inX, what
tributed in a very large.> region with densityA. Thus, is the estimated distanaé between noded and node

o} : .
) : . g’U? In the following analysis, we let, n, andc denote
process. We assume uniform sensing model and unifoym

o . —Ng), —ng), andn,, respectively to simplify the
communication model, which means all the sensor node& nz) (np —nz) "o TESP y plify
: e expressions.

have same sensing range)(and communication range
(r.). Events occurring inside sensing range will be de- , o _ .
tected and vice versa. B. Maximum Likelihood Distance Estimation

Due to obstacles, interference and fading effects, theMaximum likelihood estimation is used to estimate
unit communication model may not be true in practicalle size of X' and thus the distancé. The probability
We have also evaluated the distance estimation algorit@having certain num.ber_of nc_>des |nS|.de an area given
using a more realistic, irregular communication modéne value of the area is given in Equatian
based on degree of irregularity (DOI) [10] through e MAA)"
simulation in SectionV . P(Na=mn)=———— 1)
_ We use capltgl letter such aSto_ represent a region of  \ve need to find the value of which maximizes (let
interest, a_ndVA |s_the random variable for the numberof, _ y\ 4 — \p andt = AX),
nodes inside regioml. n4 represents the actual number

of nodes inside regionsl. When the context is clear, M = p(c[X)p(m|A— X)p(n|B - X)
A will also be used to represent the content(area) of a B e~2eelte(q — t)ymtn @
region. N clm!n!
Maximizing Equation2 we get
IV. NEIGHBORNODE DISTANCE ESTIMATION X —(m+n+c—a)++/(m+n+c—a)?+4dac
A. Problem Formulation 2X (3)

As explained in the previous sections, estimating the!f X < Xinin, we can setX' = Xi;,, and ifg( >
. . ™
distance between two nodes can be easier and less efforz: We can setX’ = X, Where Xoi = (5 —

prone than global localization information. We proposeég)rf, and X4z = 712,
simple distance estimation algorithm which can provide Results obtained using EquatiBriurn out to be fairly
enough accuracy for coverage protocol. The basic ide@ccurate when node density is low. This is because
can be explained as follow. In Figute the distancel the number of nodes within communication range is too
between two nodesl and B is to be estimated. Lett small to provide good accuracy, though the accuracy
and B be the region of communication circles of nade is much better for high node density. The approach
and nodeB respectively. The common region of regiortaken to improve the estimation accuracy is to increase
A andB is X. Also, let there bey, nodes in4, n, nodes the number of samples through the use of multiple
in B, andn; nodes inX. Intuitively, whend is small, transmission power levels. By varying the transmission
n. is large andn, andn, are small. Conversely, whenpower, the sensor nodes can communicate with different
d is large (A and B within communication range), is sets of neighbors. This additional information helps to
small, whilen,, andn, are large. Hence, by taking intoimprove the estimation accuracy.
account the values of,,, n, andn,, d can be estimated. Take an example of two power level sensor nodes,
as shown in Figure. The two sensor nodes ha@
communication radiug;; and re (ra < re), and
communication covered areas by the two power levels
areA; = By = nr?, andAy = By = 7r’,. By adjusting
the power levels, there adkecombination of estimations,
Aj with By, As with By, A; with Bs, and lastlyA, with
By. For the case ofd, By and A,, Bs, the estimation
is the same as the previous section.

For the two cases with different communication ra-

Fig. 1. The number of common neighbors of two nodes can be usgf;g again, the maximum likelihood estimation method
to estimate the distance between the two nodes can ,be use’ d




Fig. 2. 2 Power level sensor nodes
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M = p(c|X)p(m|A; — X)p(n|A2 — X)
e—A(Al-i-Az)ettc(a _ t)m(b _ t)n Fig. 3. Distance Estimation Errof§% Percentile and Mean) v.s.
= (4) Node Density. Single and dual power levels are indicated as (1) and
clm!n! (2) respectively

Wheret = A\X, a = \Aq, andb = \As.
The maximization ofM is same to maximizén M
and can be simplified to solve the following equation

’suggested in [10]. In this model, there is a lower bound
and upper bound on signal propagation. Beyond the
5) upper bound, all nodes are out of communication range;
and within the lower bound, every node is guaranteed

The equation can be easily solved by any approxim@ be within communication range. In between lower
tion algorithms or cubic formula. and upper bound, degree of irregularity (DOI) is used
The final estimates can be calculated as the averdgedenote the irregularity of the radio pattern. DOI is
of the estimates on four possible combinations. defined as the maximum radio range variation per unit
degree change in the direction of radio propagation.
Figure4 shows an example of radio irregularity with the

. _ value of DOI0.05 and0.2 respectively (DOI of valu®
A set of simulations are run to evaluate the perfo[s ihe same as the perfect disk model).

mance of distance estimation schemes. We compare the
performance of using one and two transmission power
levels. r. is normalized tol and the communication
ranges with two power levels afe5 and1. The results
are show in Figured. It can be clearly seen that with
low node density, the estimation based on multiple
transmission power gives significant improvements on
estimation accuracy. The performance of the estimation
improves with t.he |ncrea3|_ng n.Ode density. Fig, 4. Radio Pattern Examples with D@85 and0.2 respectively
The mean distance estimation error can be reduced
to 2% of r. for node density larger thah using two
transmission power levels. At such node density 9i& Figure5 shows how the estimation (two power levels)
percentile values is less than% of r.. Whenr. = 2r,1, error varies with DOI (assume upper bound lisand
the mean distance estimation errordfg of ;. Hence, lower bound is0.5 for the first power level, and upper
the distance estimates can provide enough accuracy bound is0.5 and lower bound i9.25 for the second
coverage problems. power level). It can be observed that estimation error
Next, we relax the assumption on the perfect diskcreases almost linearly with DOI. With a relatively
communication model. Instead, we adopt the modeigh (DOI=0.2) irregularity in communication range,
. _ _ _ with two power level of estimation, the average error
This is a meaningful assumption, because> 2r. is anecessary can stjll be tolerable for coverage applications (about
and sufficient condition for a completely covered network to bf5% of r).

connected [1], and meanwhile keeping as small as possible can ’ : ) ) )
reduce energy cost. Finally, in order to execute the estimation algorithm,

2+ (m4n+c—a—Db)t*+ (ab— ac
— be—an—bm)t+abc=0

C. Evaluation




Estimation Error

Fig. 6. lllustration of Coverage and Vacancy Estimation

formed and the vacancy values of possible new triangles
if it is active. Each node will start a timer based on the
Fig. 5. Mean Distance Estimation Error v.s. DOI vacancy value of the new triangle formed by itself and
existing edges, and once a node decides to be active,
it will broadcast power on information first and other

there is still the need to estimate the node density. Jf?deS erl]l mpth:ij cancel their tr:mers. f
simulation result shows that for a randomly deployed NOt€ that in order to ensure the correctness of CCP,
sensor field with sufficiently high node density £ 10) it is necessary that active nodes are added one at a time
the local node density can be approximated to withﬁpld this is built m;[jo the protocol design. By adding f
10% if the densities of all-hop neighbors are averaged®™y Oh€ active node at a time, a unique sequence o

Hence, it is possible to estimate the node density localjctivé) nodes addition is obtained. Such a sequence
even if this information is not available. will generate a unique set of triangles formed by adding

a new active node to two existing active nodes. This
V. CONFIGURABLE COVERAGE PROTOCOL set of unique triangles covers the entire area of interest
(excluding boundary effects) and the triangles do not

In this section, we present the configurable coveraggerian ensuring that there is no double counting of
protocol. CCP only makes use of the distance informgz.ont and covered area.

tion among the neighboring nodes. It can be built on
top of distance estimation scheme proposed in Section ) )
IV but will also work with any other distance estimatio™ Vacancy Inside Triangle
schemes or absolute co-ordinates localization scheme§Vhile the vacancy may be easily identified graphically
as long as the error is constrained to be within a smali visually, computing the exact values Bf using only
potion ofr,. In emerging wireless technology like Ultra-distance information among nodes is more complicated.
wide Band or UWB, distance between nodes can Before we formally describe CCP, it is essential to have
easily measure due to the physical layer properties amdook at how the vacancies inside the triangles can be
the information is available through the MAC layer [21]calculated.

CCP allows the users to specify the coverage objectivel) Triangle Vacancy CalculationGiven the distances
a. In order to ensure that the coverage objective wiletween each pair of the sensor nodes dfe do
be met, we need a way to compute or estimate inaad ds, the area of the triangle i9'(dy,ds,d3) =
distributed manner (with only distance information), thg/s(s — d1)(s — d2)(s — d3), Wheres = 3(dy + da +
vacancy of the network. The approach used in CCPdg). The common coverage between any pair of the
shown in Figure6. Given a set of active nodes, thenodes with distancel, whered < 2r,, is given by
area is divided into non-overlapping triangles (without(d) = 22 arccos(Qin) — %\/47“3 — d2. The vacancy of
considering boundary effects), and the vertices of thebe different cases shown in Figurecan be calculated
triangles are the active nodes. The basic idea for selectaagily. The percentage of vacancy inside the triangle can
an additional node to be active is that the ratio of the siigen be calculated by /T. However, for some other
of the vacancy or white ared/() inside the triangle to cases as will be listed in sectiotA.2, the vacancy
the area of the trianglel{) should be less than or equaktannot be calculated easily. We call these exceptional
to 1 — «. For a large WSN, by ensuring that coverageases. CCP tries to avoid such cases during selection of
objective is met locally, the global coverage which iactive nodes.
computed ad — Z‘T/’j will be satisfied too. 2) Exceptional Cases of Vacancy CalculatioNote

In CCP, each node distributively elects itself basdfiat for the cases shown in Figure the sensing nodes
on the existing edges/triangles that have already beme in “good” positions where the angles of the triangle

0.1
Dol




can be explained using an example shown in Fid{eg
Node A and B are known active nodes, if nodedecides
to be active because the vacancy in triandl&C is
/ smaller than the predefined value, then nddevill not
(@) (b) (c) be selected based on the ed@y@ because there is a very
large vacancy in trianglé& AC. A node that is closer to
edge AC has to be elected, which is node in this
example. On the other hand, as shown in Figafe),
if node E decides to be active based on edg8, the
final results will be triangleABE and BCE, which is
(d) (e) better than the example in Figudéa) because the former
Fig. 7. Triangle Vacancy Calculation. (8] = 0 (b) v = 7 — €xample tends to have more active nodes than the later
Lrr2 + 1(f(di) + f(d2) + f(d3)) () V =T — inr?+ L(f(d1) + o0OnNe, even though in both cases, the average objective is
fd) @)V =T-Lm2+L1f(d) () V=T-3nr? met. Thus, when botl andC' hears information about
edgeAB, E should elect itself first(' is undesirable.

are“balanced”. These cases can be easily identified using
the distance information and the vacancy inside the

triangle calculated in a very simple and standard way.

Figure 8 shows the exceptional cases where the simple

formula does not apply.

@) (b)
A Fig. 9. lllustration of Inefficiency Caused by Exceptional Cases 6
@é) and 7
@) (b) (©) (d)

Case (c) only happens when nodeand B are too
Fig. 8. Exceptional Cases of Triangle Vacancy Calculation close to each other. For a sufficiently high node density,
case (c) is not likely to happen. It is also undesirable
For exceptional cases (a),(b) and (c) shown in FiguPéecause the _amOL_mt of redundangy is high. i .
In conclusion, in order to design an efficient dis-
8, the problem comes from the fact that one edge ?f : ,
ributed algorithm for configurable coverage, the excep-

the triangle crosses all three circles. In addition, it can . !
. : 18nal cases should be avoided because they provide
also be observed that in these cases, the angles inside

the triangles are highly imbalance. In cases (a) and (é}ss efficient solutions and the vacancy for these cases

one of the angles is very large while in case (c), one g e hard to calculate. However, depending on the actual
the angles is very small ’ placement, it may not be possible to avoid these cases

. I completely. Nevertheless, for most node density of in-
In exceptional case (d) shown in FiguBtd), the terest where complete coverage is possible, these cases
vacancy in the left triangle is actually affected by one of P 9 P e
Lo . . . are rare. Hence, even when these cases are included and
the node in right triangle. The vacancy in the left triangle : . .
. : .Nag vacancy is assumed (instead of computing the actual
is smaller than the vacancy compute using the calculation :
) . . L2 . vacancy), the error is small.
stated in the previous section. In this situation, the
vacancy is over estimated and the global objectivean _ .
still be satisfied. It can also be observed that case (d)Bs Node Selection Constraint
always linked to case (a) and (b). As previously mentioned, in CCP, active nodes are
All of the exceptional cases are not desirable. ladded one at a time. In the new node selection process,
particular, in cases (a) to (c), the vacancy is difficult tthe set of active sensor nodes must be connected at all
compute. In fact, we would further argue that these cadéres (connectivity constraint) and the exceptional cases
should also be avoided because they potentially increas®lyzed in previous section shall be avoided as much
the number of active nodes that are needed for the saasepossible (angle constraint). Thus, during the selection

coverage objective. The inefficiency of cases (a) and (ocess, nodes that satisfy both connectivity and angle



constraints are considered first. If both constraints cannot
be met at the same time, then connectivity constraint ‘
naturally takes priority over the angle constraint. R
1) Connectivity Constraints:CCP tries to elect a (e@‘
subset of sensor nodes that cowerportion of the
environments, it does not consider the connectivity of
(a

=
<)
the network formed by the active sensor nodes. To
maintain network connectivity in CCP, a node should )
only vqunteer itself if it is able to communicate WithFig_ 10. Angle Constraints
both end vertices of the edge. Thus, each edge of the
triangles is connected, and the whole network is then

(b)

connected.
2) Angle Constraints:From observation, the excep-
) X : rs+d
tional cases in Figure83 occur only when there are (B2 = arccos( " ). (7)
S

small (or large) angles inside the triangle. These small
or large angles will cause imbalance in the length of Nodes that can form an angle large thanz (3, 32)
edges, and thus may cause the imbalance in vacandi®et the angle constraints and are preferred. For a
in adjacent triangles. In order to avoid the exceptionaufficiently dense network, one or more nodes will be
cases, small (or large) angles in the triangles should ®le to meet this angle constraints in most cases.
avoided. Therefore, CCP selects the node not only based) Rigidity Constraints:It is possible that given only
on the vacancy values inside the triangle, it also tries @stance information, the relative position of a node to
select the triangle that maximizes the minimum angleome of its neighbors cannot be determined (i.e., the
Note that this is different from the concept of Delaunalpcal distance graph is not rigid, the node can possibly
triangulation. be on either side of an edge), especially when there are
As discussed, the exceptional cases in Figi(edand errors in distance estimation. In CCP, any node who
8(b) are undesirable. For a dense network, it is better gannot form robust quadrilatefato existing triangles
eliminate all such possibilities to form a triangle of sucwill not elect itself as an active node.
cases, i.e., the nodes that will form exceptional triangleslt should be mentioned that, the angle constraints
will not perform any action. As shown in FigurkD(a) in previous section also help in dealing with distance
considering the connectivity constraint and avoiding therors because maximizing the minimum angle is able to
exceptional cases, only the nodes in the shadowed ane#p the protocol tolerate more distance errors without
should compete for the active nodes. The minimuaffecting the robustness of the local distance graph [15].
angles formed by the competing nodes and the edge
should bes;. Any node that has an angle smaller thaﬁl Protocol Description

1 will just ignore the new triangle and edge message. _ )
The value of3; can be calculated by. In this section, we present the CCP protocol.
1) Selection of Starting NodéAt the initial selection

: (6) phase, all nodes are in the “UNDECIDED" state. A node
d should volunteer to be the starting node with probability
dh The value ofp should be a small value such that it is

constraint shall not be performed whéris small not likely to have many volunteer starting nodes in each

Another constraint in angle is shown in Figut(b). round of selection. . . o
When a node decides to become active and form a new/V"€n @ node decides to be a starting node, it first
triangle, it will broadcast the power on message. Ayyalts for a random time; uniformly distributed within
other nodes that are within the communication range @Ptsmw]' tsmaz can be any reasonab_ly _Iarg_e valueg,
this node will hear this broadcast and try to cancel thdfff €xample, 20 times the MTU transmission time. This
timers. It is thus essential for every node that is trying t§2iting time is used to reduce the probability of having
compete for the new vertex to hear this message. Th&aultiple starting nodes but is not crucial for the correct-
nodes should be constrained in the shadowed area™fivS ©f CCP. If the node does not hear any messages

Figure 10(b), in which every node is able to directly , . . . .
. . .“A robust quadrilateral is a complete distance graph gértices,
communicate with other nodes. The shadowed aréayifich means the distance information between any pair ofdthe

limited by anglegs, which is calculated by, nodes is known.

B = arcsin(%)

Note that the value of3; can be up tog when
is close to0. Thus, even when network is dense, su



from neighboring nodes withirts, it will change its when all nodes are either in the "ON” or "OFF” states.
state to “ON” and broadcast the power on message. If it
receives any power on messages from neighbor nodgs, piscussion of CCP

it will simply cancel the timer. . _
2) First Edge and First Triangle FormationAfter the 1) Starting Node Probe_xbllltp._The value o should
small enough so that in the ideal case, only one node

, : bq
first starting node broadcasts the power on message,.a{he whole network becomes starting node. This can

neighbors around the starting node will set a timhenf n
the timer fires, the node will change its state to ”ON’be a value of say}v.
’ " 2) Timer ty: The timert; should be based on the

The value oft, is based on the distance to the Stamngistance to the initial startup node. Based on the heuris-

noded. s tics used in CCP, the optimal distance should be the
When a node turns "ON", it broadcast power Ore]zd e length of the equilateral triangle which exactly has
message together with the edge information. The ed eJ g d 9 y

information includes the local unique id of the two en cancy ofl —a.
nodes as well as the length of the edge. The value oft, is then calculated by, = a(d, —d) if

Upon receiving the edge information, the neighborind < do, andt, - ald = do) +cif d > do, V\_/herea, care
nodes will set a timet,. If the timer f’ires the node Constants and IS used t.o degrade the distances that are
turns "ON” and form the first triangle The, value of larger than optimal (which may cause more vacancy).

' 3) Timerts: The value oft, can be calculated by the

depends on the vacancy as well as the angles inside the L
) . vacancy, as well as the minimum angle. The value,of
triangle it forms.

The node will broadcast the power on message tlg_computed as| —al+ +c, whereay, a,

min(a,a2,a3)

gether with the triangle information. The informationggi:rtiéhe;r;ﬁ]:ei:: :22 trr]?ggf’t’ﬁa?nﬁgviriacé):iar}z' er
includes the id of the three vertices and the length of the penaty . ylarg

. . . than predefined value. It i8 for the nodes that have
three edges. This message also has information about the

new edges generated by this triangle (there are normalfy- 2Ny smaller than predefined value.
ges g y this 9 . y4) Joint of Different Sets of Sensor Noddsie above
two new edges). All nodes will save the triangles formed

associated with itself (i.e. if a node is a vertex of th rotocol description only considers the situation that

triangle, it will save this triangle information). All nodes ere is only one starting node. Once there are more than

. . . one starting nodes, if there are no special consideration
that hear the triangle information and locate at the same . . .
. . . . _— on this, most probably there will be multiple sets of
side with the broadcasting node will cancel their timers. . .
) . - . active sensors at the end of the algorithm.
3) Node Selection ProcesdJpon receiving the tri-

\When a node hears broadcast of triangle message from
angle and new edge message, only those nodes that

are located at different side of the new edge wit nother sets of sensor nodes (differentiated by the id

the triangle will perform actions. Each node will first efined by the starting node), it will consider the joining

: . . . .. .._0of the new edges associated with itself and the new
examine whether it has any triangle associated with itself . . . ) :

: eédges associated with the triangle if any of the possible
and share a common vertex with the new edge. If there

is, it will then look at the edge connecting itself anérlangles satisfy the vacancy requirements.

the common vertex, to see whether the edge has two

triangles associated with it. The node will take no actids- CCP Performance Evaluation

if there are already two triangles associated with this1) Simulation Setup:in all sets of simulations, we

edge. If there is only one triangle associated with thermalize the sensing radiug to be 1. The communi-

edge, and it satisfies the vacancy requirement, it wihtion range-. is set to be3. The world size is &80 x 30

announce an creation of a new triangle with only orsgjuare. The communication range is set to 3 times larger

new edge immediately. This approach always tries tbhan sensing range so that the CCP is able to select the

close the region around the common node first. nodes that leave some vacancy. We gset b = 0.5
Otherwise, all other nodes set timgr based on the for CCP as the weights of vacancy and angle constraint

vacancy and angles to the new edges. The node that firespectively in all simulations.

first turns itself "ON” and announce the existence of a The relative localization scheme in the simulation

new triangle with two new edges. All nodes that hear thessumes that the nodes are able to dynamically change

new triangle information will cancel their timeg. Based the transmission power levels. Two power levels are used

on the triangle information broadcast by its neighborg) estimate the distances, one is with= 2 and one is

when a node notices that it is within one of the triangles = 1. Note that the value of. = 3 is used for CCP

formed, it turns itself "OFF”. The protocol terminategpacket transmission, it is not used in distance estimation.



The performance matrix is defined by the average
vacancy as well as the number of active nodes to monitor
the environments.

2) Performance of CCP and OGDAn the first set
of experiments, we compare the performance of CCP
and OGDC with both algorithms using the same distance
estimate obtained using the scheme described in Section
IV. To make CCP comparable to OGDC, we set the
coverage objective: to 1. In addition, we modify OGDC
protocol to use distance information rather than position.

The simulation results is shown in Figufd. It can
be observed that CCP with = 1 has very similar per-
formance to OGDC. Overall, OGDC has a slightly better
performance because CCP does not try to minimize node
redundancy but simply tries to select the nodes that leave
no vacancy and satisfy the angle constraints. However,
the performance degradation is small. Using the same
distance estimates, the vacancy achieves by OGDC is
less than0.2% lower and the number of nodes needed
is reduced by less that%.
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(« = 1), there is always some amount of uncovered
@) area (abouR% — 3%) in the network. The vacancy is a
Nomberof ActveNodes v, Node Doy result of the distance estimation error. In addition, when
= node density is low, the amount of vacancy increases
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Fig. 11. Comparison between OGDC and CCP

due to insufficient coverage. Therefore, in the presence
of location or distance estimation error, it may not be
meaningful to demand complete coverage even when
network density is high. In our simulation setup, only
coverage objective d3.98 or below can be achieved for
both OGDC and CCP.

3) Performance of CCP wtilvx < 1: In the second
set of experiments, we evaluate the performance of CCP
if the objectivea is set to a value less thdn The results
for o = 1,0.95,0.9 and0.8 are shown in Figurd2. We
have observed that for values @fbetween 0.98 and 1.0,
there is little difference in terms of average vacancy and
number of active nodes needed. As a result, they are not
shown in Figurel2.

From Figurel2(a), we can see that CCP is able to



meet the coverage objectives most of the time. Therg]
are two reasons why the objective may not be met.
First, the network density is too low and there ard’!
insufficient nodes. Second, due to distance estimation
errors. Nevertheless, it can be observed that even when
A = 2 and the distance error is aboitir,, the mean [4]
vacany is still very close to the objective.

In Figure12(b), whena is decreased frorh.0 to 0.95,
the number of active nodes required is abou; of
the total nodes required whem 1. The decrease (6]
in nodes required fora values of 0.9 and 0.8 are
22% and29% respectively. The results can be explained
as follow. Whena is decreased t®5% the savings []
(9%) is limited by the number of nodes that contribute
less than5% of additional normalized coverage. Theg
biggest savings1@%) comes from moving fromd5%
to 90% coverage when many more redundant nodes c?rgl
be found. However, when coverage objective is furthe
decreased t80%, the amount of redundancy is already
low and further savings is only%. Further reduction in [10]
coverage objective will not be an effective way to reduce
nodes required. [11]

(5]

VI. CONCLUSION AND FUTURE WORKS [12]

In this paper we presented a simple distance estima-
tion scheme, based on which the distances among the
neighboring nodes can be estimated. The error of {Hé!
estimation is sufficient for coverage studies. We also
proposed a configurable coverage protocol which uses
only distances among the neighboring nodes. CCP is aBtd
to estimate the vacancies distributively and the global
coverage objectiver can be maintained. [15]

Using simulation, we investigated the effects of dis-
tance estimation error on coverage density control pr[%]
tocols (OGDC and CCP). CCP performs very similar
to OGDC for complete coverage. By relaxing the con-
straints of complete coverage, CCP is able to generatéd
subset of sensor nodes which is smaller than the number
of nodes required for a complete coverage. [18]

We have identified several interesting problems for
possible future work. First, by using the vacancy esil—gl
mation scheme, we would like to compute the vacancy
of any given network efficiently. Second, through local
adjustments, nodes should be able to perform local rep@H
whenever there is a local failure without involving global
topology change.

[21]
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