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ABSTRACT
In this paper, we model Probabilistic Packet Marking (PPM)
schemes for IP traceback as an identification problem of a
large number of markers. Each potential marker is asso-
ciated with a distribution on tags, which are short binary
strings. To mark a packet, a marker follows its associated
distribution in choosing the tag to write in the IP header.
Since there are a large number of (for example, over 4,000)
markers, what the victim receives are samples from a mix-
ture of distributions. Essentially, traceback aims to identify
individual distribution contributing to the mixture. Guided
by this model, we propose Random Packet Marking (RPM),
a scheme that uses a simple but effective approach. RPM
does not require sophisticated structure/relationship among
the tags, and employs a hop-by-hop reconstruction similar to
AMS [16]. Simulations show improved scalability and trace-
back accuracy over prior works. For example, in a large
network with over 100K nodes, 4,650 markers induce 63%
of false positives in terms of edges identification using the
AMS marking scheme; while RPM lowers it to 2%. The ef-
fectiveness of RPM demonstrates that with prior knowledge
of neighboring nodes, a simple and properly designed mark-
ing scheme suffices in identifying large number of markers
with high accuracy.

Categories and Subject Descriptors
C.2.0 [Computer-Communication Networks]: General—
security and protection; C.4 [Performance of Systems]:
performance attributes

General Terms
Design, Performance, Security
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1. INTRODUCTION
In Distributed Denial of Service (DDoS) attacks, many

compromised hosts flood the victim with an overwhelming
amount of traffic. The victim’s resources are exhausted and
services to users become unavailable. DDoS attacks par-
alyzed high-profile web sites, including Yahoo, CNN and
Amazon, for hours to days in February 2000 [8]. In January
2001, DDoS attack was launched against the DNS server of
Microsoft and in October 2002, DDoS attack brought down
eight root DNS servers [12]. Most recently, in February 2007,
a DDoS attack was launched against the DNS root servers
in two phases, lasting for more than 7 hours in total [2].

During a DDoS attack, attack nodes often perform ad-
dress spoofing to avoid detection. An IP traceback mech-
anism aims to overcome address spoofing and uncover the
attack paths or sources. While traceback is motivated by
DDoS attacks, it also benefits analysis of legitimate traffic.
Potential applications of traceback include traffic account-
ing and network bottleneck identification. In Probabilistic
Packet Marking (PPM), routers probabilistically mark the
packets they transmit, so that the victim can trace the at-
tack paths up to their sources, based on the packets it re-
ceived[14]. A packet is marked by writing to the reusable
bits in the IP header. We call the strings written as tags.

In this paper, we present a general model for PPM schemes
by formulating it as an identification problem, in which each
node (or edge) marks packets probabilistically according to
an associated distribution on tags. Based on a collection of
received packets, the victim attempts to recover the mark-
ers’ identities. Since there are multiple markers, this col-
lection is made up of samples from a mixture of the mark-
ers’ associated distributions. Hence, traceback is essentially
identification of each individual distribution contributing to
the mixture. By viewing each distribution as a point in a
high dimensional space, we can see that this model is closely
related to the studies of collusion-resistant codes and finger-
printing[6, 18]. Thus, one may choose a known collusion-
resistant code to assign codewords to different markers. The
main difference between traceback and other applications of
collusion-resistant fingerprinting is the scale of the problem.
The number of markers can be more than a thousand, which
is much larger than typical applications of collusion-resistant
fingerprinting.

Guided by the model, we design a PPM scheme, called
Random Packet Marking (RPM). The marking process is
very simple, and is a direct implementation of the model.
The tags do not have sophisticated structure and relation-
ship. For example, many existing schemes divide the allo-



cated bits into groups and different groups have different
functionalities, like hop-count, hash value etc. In contrast,
RPM treats all bits equally. For reconstruction of the marker
identities, RPM employs a hop-by-hop reconstruction simi-
lar to AMS. Hence, some prior knowledge of network topol-
ogy is required. Simulation results show that RPM signifi-
cantly outperforms AMS [16] in acquiring higher traceback
accuracy. Compare to schemes based on algebraic coding
[7], RPM has much lower reconstruction cost and achieves
higher scalability with the number of attackers and the num-
ber of packet markers.

The effectiveness of RPM demonstrates that, with knowl-
edge of the neighboring nodes, it is not necessary to enforce
structures in the tags. In fact, these structures impose con-
straint on the choices of tags. Without the constraint, each
packet can carry more information and the chance of colli-
sion (that is, false positive) can be reduced.

The rest of the paper is organized as follow. Section 2
presents related work. The general model is described in
Section 3. The proposed traceback scheme and its evaluation
are described in Section 4. Section 5 discusses the potential
extensions of RPM. The conclusion is presented in Section
6.

2. RELATED WORK
Existing traceback schemes can be classified into two cat-

egories. 1. Routers are queried on the traffic they have
forwarded. The routers may not need to log packets. 2.
The receiver locally reconstructs the attack paths from a
collection of packets. Each packet carries partial path infor-
mation. The packets are either probabilistically marked by
routers or specially generated for traceback.

The first category includes online query and variations of
hash based logging schemes [15, 10]. The second category in-
cludes variants of probabilistic packet marking (PPM) [14],
ICMP traceback (iTrace) [5], and algebraic encoding [7]. In
iTrace, routers sample packets with a small probability. A
sampled packet is duplicated in an ICMP packet, plus in-
formation of the router’s upstream or downstream neighbor
forming an edge with itself. Based on the ICMP packets, the
victim reconstructs the attack paths by linking up the edges.
Note that routers farther away generates fewer iTrace pack-
ets to the victim. A variant of iTrace, called intention-driven
iTrace [11], introduces an intension indicator to inform re-
mote routers to raise their probability in generating iTrace
packets.

Instead of adding network traffic, PPM probabilistically
embeds partial path information into packets. Savage et.al.
[14] proposed the Fragment Marking Scheme (FMS). Two
adjacent routers, forming an edge, randomly insert their in-
formation into the packet ID field. The path information
thus spreads over multiple packets for reassembly. However,
for multiple attack paths, the computation overhead of path
reconstruction is high, due to explosive combinations of edge
connections. Subsequent proposals: Advanced and Authen-
ticated Marking Schemes (AMS) [16], Randomize-and-Link
(RnL) [9], and Fast Internet Traceback (FIT) [20] improve
the scalability and the accuracy of traceback. Dean et.al.
[7] adopted an algebraic approach for traceback, by encod-
ing path information as points on polynomials. The alge-
braic technique requires few marked packets per path for re-
construction. However, the processing delay on the marked
packets can be large if a long sequence of routers performs

marking. On the other hand, if short sequences of routers
perform marking, the reconstruction overhead will be large
due to combinatorial search. The scheme does not scale for
multiple attackers.

3. PPM MODEL

3.1 Problem Formulation
During a DDoS attack, a victim V receives an overwhelm-

ing amount of packets transmitted over multiple paths, each
at a packet rate greater than Ratt. A router along an attack
path can embed information of its identity into the packet
headers. We call such router a marker. Alternatively, the
router can embed information of its identity and the next
hop identity into the header. In this case, we treat the edge
as the marker. Let U be the set of all possible markers, and
M be the set of markers along the attack paths. Our goal is
to identify M among U . Let m = |M|, and n = |U|. Each
marker is allowed to mark L bits in a packet header1. The
PPM problem is interesting when 2L is smaller than n. The
problem thus becomes how to use multiple L-bit packets to
identify elements of M.

We measure the performance of a marking scheme by the
false negatives ratio α, which is ratio of the number of mark-
ers not correctly identified over m, and the false positives
ratio β, which is the ratio of the number of markers wrongly
declared as on attack paths over m.

3.2 Components of PPM
The operations of a PPM traceback scheme can generally

be divided into the following components: marking of pack-
ets by the routers, choice of tags used and reconstruction
using information from marked packets by the victim. In
the following, for each of these components, we first present
the general idea and then highlight the design of RPM.

3.2.1 Marking by Routers
In our model, each marker is associated with a distribu-

tion D on the L-bit tags. Such associations are pre-assigned
and fixed throughout the marking and identification process.
Consider a marker with identity i and its assigned distribu-
tion Di. When it receives a packet, the marker chooses with
probability ε, an L-bit tag s according to the distribution
Di and mark the packet with s.

The probability ε is a parameter that is the same for every
marker. It is possible that some packets arrive at the victim
without being marked. We assume that the bits in those un-
marked packets are random and are uniformly distributed.

Since the marking process needs to be very efficient, sam-
pling from the distribution Di must be a simple operation.
Thus, in RPM and other related work, only uniform distri-
bution on a finite set is considered. Essentially, the marker
just randomly and uniformly picks a tag s from a pre-assigned
set. Let us write the probability density function of the
distributions assigned to the marker with identity i as Di.
That is, Di(x) is the probability that the tag x appears in a
packet marked by i. Since we assume that the distribution
is uniform on a finite set of tags, Di(x) = 0 or c for some

1Typically, as indicated in [14, 16, 7, 9, 20], the 16-bit packet
identification field in the IP header is used. The packet
identification field is used in less than 0.25% of the time to
re-assemble fragmented packets [17].



constants. Thus, WLOG, we can also represent Di as a sub-
set of L-bit tags. Let us write this set as Xi where x ∈ Xi

iff Di(x) > 0.

3.2.2 Choice of Marking
Consider a set of markers P . The collection of tags re-

ceived by the victim follows a distribution which is a mixture
of the distribution associated to the markers in P . Deriving
the mixture distribution DP from P is not straightforward
due to the effect of the probability ε. Suppose that the only
markers are P = {i1, i2}, where i1, i2 are along the same
path and i1 is nearer to the victim, then

DP (x) = εDi1(x) + (ε− ε2)Di2(x) + (1− 2ε + ε2)2−L

for every tag x.
Consider two sets of markers, P and Q. Let DP and

DQ be the distribution of the tags received from P and Q
respectively. If DP = DQ then the victim is unable to dis-
tinguish whether the samples is from P or Q. If DP is close
to, but different from DQ, an unreasonable large number of
packets may be required to distinguish them. Hence, as an
approximation, we take the mixture distribution of DP as:

DP (x) ≈ ε
∑
i∈P

Di(x), for all x

Thus, if
∑
i∈P

Di(x) =
∑
j∈Q

Dj(x), for all x

then it is difficult to distinguish packets from P and Q. In
such case, we say that a collision has occurred.

In general, the associated Di should be chosen so as to
minimize collisions, for example, using a collision-resistant
code. However, due to the size of the problem, RPM employs
random codes as it is more practical. For each i, the Di is
generated from a random function (for example, SHA) with
i as input. We will show in later section that use of random
codes provides sufficiently good results.

Note that given the network topology, certain sets of mark-
ers are more likely to appear compare to others. Ideally,
the Di can be chosen by considering the network topology
to avoid collisions. However, in practice, individual marker
lacks the global topology information. Hence, a reasonable
approach, as used in RPM, is to assign the Di randomly.

3.2.3 Reconstruction algorithm
Due to the large problem size, a PPM scheme needs to ad-

dress both the choice of Di and the identification algorithm
at the same time. Enforcing certain relationship among the
tags in Di for each i can aid identification. For example,
in RnL [9], all tags from a marker contain the same ”cord”.
That is, a substring (the cord) of every tag from a marker
is the same. An example given by [9] invests 15 bits for the
cord when L = 25. Based on the cord, the received pack-
ets can be easily divided into smaller groups. Next, packets
in different groups are identified independently. Since the
number of packets in each group is smaller than the total
number of packets, the task of identification become easier.

RPM does not exploit special structure in the tags for re-
construction. Instead, it assumes prior knowledge of neigh-
borhood nodes and uses a hop-by-hop reconstruction. Such
assumptions are also made in FMS, AMS, and FIT.
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Figure 1: Path Length Distribution

3.2.4 Marking Structures of Existing Schemes
Existing schemes often divide the L-bit tags into multiple

components to include structures that contains path infor-
mation or aid reconstruction. If the number of unique tags
generated by a marker is h, i.e. |Xi| = h, there is a dlog2 he-
bit component which labels the tags. Let us call it the hash
index. For example, if |Xi| = 2, then the hash index starts
from 00, 01, 10 to 11. In addition, there is a component that
is determined from the hash index and the marker’s identity.
Let us call this the hashed value. A few schemes, for exam-
ple, FMS [14], AMS[16], and FIT[20], allocate 8 bits for the
hashed value and 2-3 bits for the hashed index, and employ
different hash functions to compute the hashed value. RnL
[9] also reserves some bits for the hash index and the hash
value.

3.3 Entropy of Packet Marks
One measure of the quality of a chosen Di is the entropy

of the mixture of distributions received by the victim. In-
tuitively, uniformly random packet marks deliver highest
entropy. Higher entropy carries more bits of information,
which can reduce the false negatives ratio α and the false
positives ratio β. Entropy measure provides a means to
evaluate the performance of PPM schemes. A good marking
scheme should strive to achieve high entropy packet marks.

Some existing schemes trade off some entropy in the tags
for easy path reconstruction; but they underperform in ef-
fectiveness. In particular, we will show that the use of hop
count to indicate distance from markers to the victim results
in lower entropy than uniformly random bits.

The design of FMS, AMS and FIT are very similar. They
allocate 8 or 13 bits for hash value, 2-3 bits to indicate the
hash index, and 5-6 bits to keep the hop count from the
marker to the server. AMS slightly improves over FMS on
the traceback accuracy because it uses a better hash func-
tion. FIT in turn outperforms AMS by reducing hash colli-
sions. It introduces longer hash outputs, and encodes node
information instead of edge, since there are fewer nodes than
edges. However, for FIT, L = 21 instead of 16. It updates 5
bits of the Time-To-Live (TTL) field, besides marking over
the 16-bit packet ID field. This changes the semantics of
TTL. For instance, an intermediate router can now prolong
the lifetime of a packet by enlarging its TTL value.

FMS and AMS utilize 5 bits of distance information to aid
in the hop-by-hop path reconstruction. The entropy of such
distance information is low, resulting in inefficient use of the
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Figure 3: Packet mark value distributions

marking bits. The reasons are two-fold. First, as shown in
Figure 1, the path lengths between any router and a server
are averaged at around 16 hops. This result is obtained using
the topology with 225,415 edges and derived from Internet
mapping project. While 5 bits can represent a distance of up
to 31 hops, the upper half of the distance (> 15 hops) values
occur with low probability and are under-utilized. Second,
the schemes allow routers to reset the distance information.
Distance information embedded by remote routers are likely
to be overwritten by routers closer to the victim. Again,
as shown in Figure 2, the distance field ends up more fre-
quently with small values. In sum, the distance field has
lower entropy than uniformly random bits. The marking
bits are not efficiently utilized by incorporating the distance
information.

Now we measure the performance of different PPM schemes
with respect to their tags’ entropy. For comparison, we in-
clude marking schemes of AMS and RnL. RnL or randomize-
and-link, uses large checksum cords to facilitate fast iden-
tification. RnL is selected because the packet marks are
designed to have high randomness. The drawback of RnL
is that its path reconstruction process is not scalable. The
scheme RPM will be presented in Section 4. The tags it
generates have an entropy very close to that of RnL, but
RPM also has a scalable path reconstruction.

For a fair comparison, both RnL and AMS generate 16
16-bit packet marks for each edge and have a marking prob-
ability of p = 1/16. RnL uses 10 bits for the checksum and

2 bits for a hash fragment; AMS uses 5 bits for the dis-
tance and 7 bits for the hash value. The simulation uses the
same topology as the previous experiment. Every edge in
the topology generates 1,000 packet marks according to the
marking schemes.

Figure 3 shows how the accumulated ratio of packet mark
varies with ratio of tags received by the victim. Each point
in the plot corresponds to a bin size of at least 1,000 distinct
tags. In the ideal case, the packet marks distribution should
be uniform and is shown for comparison purpose. The plot
clearly shows that the distribution generated for AMS and
RnL are skewed and much worse than the uniform distribu-
tion. For AMS, up to 70% of all tags are carried by a small
number of packets (< 1%). RnL performs better, where
about 80% of all tags are carried by 20% of the packets.
Another interesting observation is that a large number of
packets (> 50%) carry small portion (< 2%) of all distinct
tags for both AMS and RnL.

Given that the packet marks generated locally by RnL is
fairly uniformly and randomly distributed, it may be surpris-
ing that the tags received by the victim is so clustered. This
clustering effect can be attributed to the fact that markings
are performed independently by each router. As a result,
tags generated by routers close to the victim tend to be re-
ceived by the victim while the routers further away tend to
have their tags overwritten. One approach to increase the
randomness of the tags received is to allow routers further
away to mark the packets more often. However, such ap-
proach will require additional coordination and global mes-
sage exchanges which are not considered in this work.

Nevertheless, Figure 3 clearly shows that tags collected
from RnL are much more uniformly distributed than AMS.
The average entropy computed for RnL tags is 12.62 bits
(out of 16) and tags from AMS has an entropy of 11.99. The
entropy and distribution of tags from RPM are very close
to RnL. Hence, it is expected that RnL should have much
higher traceback accuracy than AMS. RPM’s traceback ac-
curacy is expected to match RnL, but its path reconstruction
process is more efficient.

To verify the utility of using entropy as a measure of mark-
ing performance, 1,000 attack paths, or equivalent to over
4,650 attack edges generate tags for identification, using the
parametrization above. The performance of RPM will be
presented in Section 4.4. All edges in the network are tested
for malice which makes the result independent of the re-
construction scheme. RnL has a false positives ratio β of
0.19, while the β for AMS is 5.56. The result clearly shows
that schemes with higher entropy can achieve much better
performance (lower β).

3.4 Identification and Reconstruction Effort
From marked packets, the victim wants to reconstruct the

attack paths. This can be done by first identifying the mark-
ers, and then deriving the paths. Exhaustive enumeration of
all subsets of markers, and estimating their respective packet
rate is infeasible. To aid identification, structured informa-
tion can be embedded into the tags. This information facil-
itates association between packet marks and the marker, or
links different packet marks generated by the same marker.
There are generally two assumptions made in the reconstruc-
tion, no network topology information available or available
of (partial) topology information.



3.4.1 Without Topology Information
RnL is designed for a marker to transmit a message, which

can be the marker’s identity. In RnL, the reconstruction of
the message, or identification can be carried out without
prior knowledge of the network. It associates fragments of
a path information message using checksum cord. A frag-
ment has v (3 to 6) bits, but 8 to 11 bits out of 17 is allo-
cated to the checksum, so as to reduce the likelihood that
different markers producing the same cord in the whole net-
work. Identification uses checksum as an associative address
of message fragments, as it is invariant for a message. The
verification of valid fragment combinations is expensive, par-
ticularly when many markers have the same checksum. By
using combinatorial search to reconstruct multiple attack
paths, the scalability of RnL is limited.

The algebraic approach [7] proposes an interesting way to
reconstruct the attack path. In this approach, only a small
number of packets is needed for reconstruction. The scheme
has flexible parameterizations, with the length of a packet
mark ranges from 18 to 25. It uses s bits to instantiate a
random variable, and use router IP addresses as the coeffi-
cients to construct a polynomial. v bits are allocated to store
the evaluated polynomial. h bits are assigned to keep track
of the number of participating routers, which is translated
into the degree of the polynomial. The values of v and h
are tunable depending on the total number of bits allocated
to a tag. The entropy of each component is high. However,
the encoding and path reconstruction processes are expen-
sive. Even though BCH decoding can be employed to find a
high degree polynomial among samples, no known algorithm
can efficiently identify multiple polynomials among samples.
That is, its path reconstruction does not scale with multiple
attack paths.

3.4.2 With Topology Information
An example scheme that uses topology information is AMS.

AMS assumes that the upstream router map is available. It
subdivides the path information to track the hop count from
the marker to the victim. The distance information binds
different fragments of a message. It reduces the path recon-
struction complexity by limiting the combinatorial search of
messages to each distance. However, as shown in Section
3.3, storing distance information reduces entropy of tags.

In general, reconstruction without any topology informa-
tion is expensive. Hence, reconstruction with topology infor-
mation is more practical. For effectiveness, it is important
that the information associating tags to markers have high
entropy. At the same time, using more bits to limit the
search space can increase the reconstruction efficiency. In
the next section, we will present our algorithm RPM that
takes all these considerations into account.

4. RANDOM PACKET MARKING (RPM)
As mentioned in Section 3.4, RnL is designed for scenar-

ios where knowledge of the network topology is not available
during identification. Without network topology, it is com-
putationally difficult to identify large number of markers,
although sufficient information is hidden in the tags. On
the other hand, some PPM schemes facilitate easy identifi-
cation but sacrifice some randomness in the tags, reducing
the amount of information tags carry. For example, AMS
exploits topology information and encodes hop count to fa-
cilitate efficient reconstruction; but the entropy per tag is

low.
In this section, we present RPM that naturally follows

from our model. RPM achieves both high entropy tags and
efficient reconstruction. It does not divide a packet mark
into components. All available bits are allocated to tags
associated with markers. The effectiveness of RPM is in-
fluenced by the collision probability of the distributions Di.
Yet RPM is general enough to support any functions in as-
signing Di. RPM caters for high entropy in the mixture of
packet mark distributions. With a reasonable Di assignment
function and a proper setting of system parameters, RPM
suffices in obtaining high traceback accuracy. Its path recon-
struction is lightweight and scalable, aided by the topology
information. RPM improves over AMS in that its marking
scheme is simple, fast, and the marks have high entropy. At
the same time, RPM simplifies RnL and extends it to iden-
tify large number of markers with topology information.

4.1 Packet Marking
We choose to employ edges as the markers. RPM works

on graph structured networks. Edge encoding facilitates a
hop-by-hop reconstruction of the attack graph.

In this scheme, the size of the set of tags Xi (recall that
x ∈ Xi iff Di(x) > 0) is the same for every marker i. Let

h = |Xi|.
The association of Xi to an edge i is obtained using a known
hash function, for example, taking the first L bits from the
output of SHA. For an edge with IP addresses IP1 and IP2,
let us represent the identity of this edge as i = IP1‖IP2

where ‖ is concatenation. The set Xi assigned to i is

{ H(r‖IP1‖IP2) | r = 1, 2, . . . , h }
where H is the hash function whose output is a L-bit se-
quence.

For clarity, let us recall the marking process. For the
marker i with the associated Xi, when a packet is received,
the followings are carried out:

• With probability ε, randomly and uniformly picks a x
from Xi, and write x into the packet header.

There are two important parameters for us to determine,
ε and h, which will be discussed in Section 4.3. An example
in our experiment takes ε = 1

16
, L = 16 and h = 24.

Note that the markers make decisions independently and
they mark packets by overwriting existing values. It evades
the potential domino effect from malicious packet mark ma-
nipulation. Even if there are compromised routers in the
network, the attack paths reconstructed are reliable up to
the nearest attacking routers. It improves the survivabil-
ity of traceback, compared to marking schemes that rely on
existing packet marks [3, 7].

4.2 Path Reconstruction
Path reconstruction finds the likely attack edges based

on a collection of packet marks and connects the edges to
reconstruct the attack paths. Packet marks are generated
on attack and benign paths alike. Those from benign paths
can be treated as noise in the reconstruction. RPM works on
graph structured networks. Edge encoding facilitates a hop
by hop reconstruction of the attack graph. It is assumed that
the victim has an upstream router map. This is a reasonable
assumption that is also made in [16, 20].



We now describe two methods. Both methods follow the
hop-by-hop approach. They differ in the choice of an evalua-
tion function that decides whether a given edge is a marker.
The first evaluation function employs a Bloom filter, which
is fast to compute but some information is discarded. Specif-
ically, it only keeps track of the unique L-bit tags that the
victim received, but not the number of packets for each tag.
The second evaluation function counts the number of oc-
currences per tag, and estimates the likelihood of an edge
contributing to the tags received by the victim.

In a noiseless path reconstruction, the victim is assumed
to be capable of differentiating malicious packets from be-
nign ones. For example, in TCP SYN floods, malicious pack-
ets with spoofed addresses never completely establish a net-
work connection; whereas benign packets abide by the net-
work protocol and their sources are responsive. The victim
can process only packet marks from non-responsive sources
for path reconstruction. A Bloom filter [4] is used to store
packet marks received from the attackers. With sufficient
packets received, the victim performs a breadth-first search
on the topology to reconstruct the attack paths edge by edge.
It starts by testing if the edges composed of an immediate
upstream router and itself belong to the attack graph. Re-
call that a router’s marking behavior is fully determined by
its IP address and the random identifier. The victim checks
all neighboring edges, and computes for each edge the re-
sulting packet marks. Benign edges are ruled out if not all
packet marks encoding the edge are in the Bloom filter, else
the edge is determined as residing on an attack path. The
search continues at the identified edges until the obtained
attack graph cannot be further extended.

In a noisy reconstruction, the victim does not pre-process
the packets to discard benign packet marks. All packet
marks are supplied to the path reconcentration procedure.

In the presence of noise, it is more appropriate for the vic-
tim to evaluate the likelihood of an attack edge based on the
occurrence frequencies of its packet marks rather than sim-
ply based on their existence. A counting Bloom filter is used
to store the occurrence frequency of each packet mark. The
frequency of packet marks generated by an edge reflects the
packet rate the edge experiences. If the likelihood exceeds
some threshold, the edge is identified as attacking. Note
that the threshold is distance dependent. Edges approaching
the victim have gradually higher thresholds, because their
packet marks experience lower probability of being overwrit-
ten and appear more frequently.

Equation 1 shows the function used to evaluate the rela-
tive likelihood of an attack edge,

f(e) =
1

h

h∑
i=1

#He,i (1)

where #He,i measures the number of packets having mark
vi of marker e. This equation computes, for a marker, the
algebraic mean of the occurrence frequencies of its packet
marks. Because occurrence frequency of packet marks is
proportional to the packet rate, and packet rate is the dif-
ferentiation criteria between benign users and attackers, the
value from Equation 1 gives the relative measure of confi-
dence in determining attackers.

The pseudocodes below summarize the path reconstruc-
tion procedure.

RPM Reconstruction

Start at the victim’s immediate edges

Compute mean(edge mark frequencies)

(Equation 1)

if mean ≥ threshold then
Add this edge to the attack graph

Move on to upstream edges

end if

It is assumed attackers are sending at much higher rate than
non-attackers. Larger traffic rate thus provides higher con-
fidence in identifying an attack edge. Assuming that the
victim is interested in paths with packet rate greater than
Ratt, the packet mark threshold for edges at distance t from
the victim can be computed as

1

h
ε(1− ε)(t−1) Ratt + Z

where Z is an estimated noise level. This can be estimated
using the average of a few randomly chosen sets of h tags.

RPM and AMS have similar reconstruction cost. Both
schemes use topology information to perform a breadth-first
search.

4.3 System Parameters
There are two parameters in the model we presented, ε

and h. Both of them affects the identification accuracy. The
number of tags h each marker should generate plays a very
important role in determining a scheme’s effectiveness.

4.3.1 Choice of ε

Assuming the marking probability ε is uniform across all
markers, there are two factors affecting the choice of the ε
value. One is that the mixture of mark distributions must
retain portions of contribution from each upstream marker,
as the mixture is the basis for identifying markers. Markers
d hops away from the victim has a probability of 1−(1−ε)d−1

of its packet marks being overwritten. This probability
drops with decreasing ε; larger portions of upstream mark-
ers’ contribution can be retained, especially for the farthest
markers. The other factor for choosing ε concerns with the
marking workload. Smaller ε means lighter workload for
each marker. Therefore, small values are preferred for ε.
Generally, the values between 0.03 to 0.06 provide a good
tradeoff. If ε is too small, the victim is required to handle
a large amount of traffic before it can gather a converged
mixture of packet mark distributions.

4.3.2 Choice of h

In this section, we analyze the effect of different h on the
false positives, when Bloom filter is used for reconstruction.
Recall from Section 3.3 that high entropy tags facilitates
high traceback accuracy. However, it is not always true that
the higher the packet mark entropy, the better the traceback
accuracy. Consider an extreme case where every marker
holds 2L distinct tags and uniformly randomly selects them
to mark packets. Entropy of the collection of tags is close
to the maximum, L, but the ability to differentiate markers
is lost. Bloom filter has its fill factor increases quickly with
markers, if each marker has many distinct tags; so is the
false positive probability. Hence the choice of h is crucial to
the scheme’s effectiveness.

Consider a non-attack node i. It will be wrongly classified
as an attack node if all of its associated tags are received
by the victim. Let β̂ be the probability that the node is
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Figure 4: Effect of marking component lengths

wrongly classified. Since the reconstruction is carried out
hop-by-hop, not all nodes in the network will be evaluated.
Hence, it is not easy to relate β̂ to the false positive of the
overall scheme. Nevertheless, the analysis of β̂ provides some
insights on the choice of h. We do not consider false negative
since the bloom filter will not miss any attacker.

We assume that the tags assigned to the markers are ran-
dom. Since there are m attack nodes, and each node is
assigned h tags, there are a total of mh tags chosen (there
are likely to have repetitions within the mh tags). We can
approximate this assignment as the random assignment of
mh balls into 2L boxes2, where each box correspond to a tag.
WLOG, let us assume that the first h boxes are assigned to
the non-attack node i. Hence β̂ can be approximated as the
probability that all the first h boxes are filled, which can be
approximated by

β̂ ≈
(

1− (1− 1

2L
)mh

)h

≈
(
1− e

−mh
2L

)h

(2)

where e is the based of natural logarithm.
We perform the following simulation to analyze the role

of h. The same edges data set as in Section 3.3 is used.
L is set to 16. Each edge generates 1,000 packets with h
randomly chosen tags. For each h, 1 to over 8,000 edges are
randomly chosen as malicious. The false positives ratio β
is measured as the ratio of falsely accused edges to attack
edges. Figure 4 illustrates how traceback accuracy varies
with number of attack edges for different h. From Figure 4,
when m = 4, 000, h = 8 or 16 has the lowest false positive
ratio. From Equation 2, β is minimized when h = 12. When
m = 8, 000, β attains minimum at h = 5. The optimal β,
computed using Equations 2, achieved for various number
of attackers is also shown in Figure 4. The simulation result
largely agrees with the analytical model.

When h = 2, β is high even with relatively small number
of attack edges. However, β increases slowly as the num-
ber of attack edges increases. From Equation 2, h = 1 is
the optimal setting if there are about 20,000 attack edges,
with β approaches 1.66. As h increases to 24, false posi-
tive tends to be lower for number of attack edges less than
4,000. Beyond 4, β increases for large values of h. For num-
ber of attack edges from 4,000 to 8,000, h = 23 is an optimal

2The two processes are not equivalent since each marker has
exactly h distinct tags.

Table 1: Comparison in bit allocation of PPM
Schemes

Scheme #Bits Path Info (x) Hash Index
(L) (ID Info, Dist) (log2 h)

FMS 16 (8, 5) 3
AMS 16 (8, 5) 3
FIT 16+5 (13, 1 + 5) 2
RPM 16 (16, 0) 0
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Figure 5: False positives of AMS and RPM (noise-
less)

configuration.
In general, the result shows that there is an optimal num-

ber of unique tags each marker should generate given the
number of attackers. However, as the number of attack-
ers cannot be predicted, h has to be set to a value that is
appropriate for the maximum attackers anticipated.

Based on the analysis and simulation, it is now useful
to compare the configuration of existing PPMs with the
model presented. Table 1 summarizes the bit allocations
for packet marks of several PPM schemes. These schemes
are Fragment Marking Scheme(FMS) [14], Advanced Mark-
ing Scheme (AMS) [16], Fast Internet Traceback (FIT) [20]
and our proposed scheme, Random Packet Marking (RPM).
Randomize-and-Link (RnL) [9] and the algebraic encoding
approach [7] both exploit more than 16 bits as L, and have
flexible settings in lengths of hash index and path informa-
tion (Section 3.4.1). Nevertheless, it is interesting to note
that most of the schemes, including RnL and the algebraic
encoding, use 2 or 3 bits for hash index, thus h is 4 or 8.
For a small number of attack edges, h = 22 or 23 suffices
though h = 23 is probably a better choice. With h = 23,
the schemes are optimized for more than 4,000 attack edges.
For a smaller number of attack edges, h = 24 will be a better
choice.

4.4 Performance
For evaluation, we compare RPM to AMS. AMS is se-

lected as it is the most scalable among existing schemes
that use 16-bit packet marks. The network topology used is
drawn from the Internet Mapping Project [1] data captured
on January 2006. The data set contains the route informa-
tion from a source to 111,342 (∼ 216.8) destinations. There
are 260,386 (∼ 218.0) unique edges or 209,582 (∼ 217.7) dis-
tinct nodes. The single source is used as the victim. From
100 to 1,250 nodes are randomly chosen as the sources of
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Figure 6: False positives of AMS and RPM (noisy)

attack packets. They may reside anywhere in the network.
The attack path packet rate is set to 1,000 packets per sec-
ond, and the benign path packet rate is set to 1

10
of an attack

path. Each attack is simulated for 10 seconds. By then, the
relative amount of different packet marks are stable, and the
collection is enough to reconstruct the attack graph.

In the experiments, the parameters for RPM are ε = 1
16

and h = 16. The setting for AMS is as stated in [14], and
referenced in Table 1. Simulations show that both AMS and
RPM have negligible false negatives, hence their α lines are
omitted from the figures. Their performances are compared
only in terms of β, the false positives ratio in identifying
edges.

Figure 5 shows how β varies with number of attack paths
in the noiseless case where only packets from attackers are
considered. It can be clearly observed that AMS has expo-
nentially increasing β with the increasing number of attack
paths. When there are 1,000 attack paths, or roughly 4,650
attack edges, RPM and AMS have β values of 0.02 and 0.63
respectively.

Figure 6 shows the case where packet marks from both
user and attacker paths are supplied to the path reconstruc-
tion procedure. 200 user paths and varying number of at-
tack paths are simulated. The result is similar, though both
AMS and RPM have higher false positives. With 1,000 at-
tack paths, RPM and AMS have β values of 0.09 and 1.28
respectively.

The improvement can be explained by comparing the packet
marks entropy shown in Figure 3. It shows that the packet
entropy of RPM is very close to that of RnL, and is much
higher than AMS.

Figure 7 shows the number of routers falsely identified at
each distance. The number of attack nodes at each distance
is also shown in the figure as a reference. In the simula-
tion, there are 1,000 attack paths and 200 user paths. At
distances of 9-14 hops away, where there are many routers,
AMS generates many false positives. This is because AMS
cannot resolve packet mark collisions of routers at the same
distance. On the other hand, RPM has small amount of
false positives at all distances.

Finally, Figure 8 shows β for RPM under different sce-
narios. The ‘RPM noisy (200 users)’ case maintains 200
normal users, varying the number of attack paths from 100
to 1,250. In the figure, the x-axis represents the number of
attack paths for this case. The ‘RPM noisy (200 attackers)’
case keeps a constant number of 200 attack paths, but varies
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the number of users from 100 to 1,250. The x-axis denotes
the number of users in this case. It can be clearly seen that
even in the presence of noise, RPM still outperforms AMS
(noiseless) by a significant amount.

5. DISCUSSION

5.1 Gossib Attack and RPM’s Survivability
Gossib (Groups of Strongly SImilar Birthdays) attack [19]

was proposed by Waldvogel. It can be used to obtain effects
similar to a birthday attack on PPM traceback schemes.
Gossib increases the state space for the victim to search, by
randomly inserting edge fragments into the packet marks.
Simultaneously, it inserts misleading edges into the attack
graph. In addition, it optimizes the number of packets
needed to fake the edges or edge fragments.

Gossib attack appears severe to PPM traceback, for a dili-
gent attacker can forge as many packet marks as the amount
of traffic it transmits, in comparison to a PPM marker who
performs the marking routine at around 1/20 of the time.

However, routers can co-operate to proactively identify
and filter forged packet marks, using an approach inspired
by route-based distributed packet filtering (DPF) [13]. Park
and Lee proposed DPF as a defense against address spoof-
ing. A gateway router verifies the incoming addresses with
respect to the topology. When a source address is invalid
against an interface, the gateway filters the packet. A num-
ber of spoofed packets can survive even with the gateway’s



filtering check, which is when the spoofed addresses indeed
are expected from the particular interface, but are either be-
hind or in front of the attacker. DPF limits the number of
allowed address spoofing. The paper claims with 20% of all
gateway routers performing the check, the effect of address
spoofing becomes contained.

For RPM to defend against the Gossib attack, routers at
strategic points are forced to validate if the packet marks are
expected to their interfaces. When a mismatch occurs, the
packet marks can be safely eliminated, by restoring them to
all 0’s. The strategic points can be based on topology and
distance between routers.

For example, a checking router can be placed at about
5 hops away from another checker. So each checker keeps
track of all the possible packet marks of its upstream markers
within 5 hops. Using the same bit-allocation of packet marks
as in Section 4.4, each checker keeps about 16 packet marks
for each nearby upstream router. The coverage effect by
20% routers can be achieved with this simple proposal, and
the result of DPF can apply.

By placing checkers at strategic points, the bogus packet
marks can be eliminated early. More importantly, the num-
ber of allowed packet marks each checker needs to keep track
of can be minimized. Hence strengthening the differentia-
bility of packet mark validity. The exact placement of the
checkers are topology dependent. In general, the rule of
thumb is to place them before the bottleneck links, where
multiple branches in the network graph merge.

As defending against the Gossib attack is not the focus of
our paper, we do not reproduce the evaluations similar to
the DPF research. It is sufficient to note that it is possible
for RPM (and PPM traceback schemes in general) to survive
diligent Gossib attackers.

5.2 Extension
RPM can be extended to work when the upstream router

map is not available. Assuming the victim has no upstream
router map, markers can mark packets with either its node
IP address or edge information. For a victim to reconstruct
the attack graph, it first identifies the candidate markers
using the node information, and then connects the markers
based on the edge information. Attack edges are formed by
exhaustively pairing the candidate markers found. They are
verified if all the marks they can generate are received by
the victim. Storing the random identifier together with the
path information in packet headers facilitates efficient path
reconstruction. Yet keeping random identifier in the packet
marks takes up some precious bits that could be used for
the path information. Shorter path information has higher
collision probability and reduces the identification accuracy.

The number of bits available for marking in the packet
header is fixed and limited. One approach to increase the
amount of information carried by a packet without using
more bits in the header is to have an external common ran-
dom source. Basically, the set of tags Xi associated to iden-
tity i is computed using its identity and R, which is obtained
from the random source. The external common random
source can be time, or random bits that vary with time.
Markers can agree on a predetermined random bits sched-
ule. By approximately synchronizing their clocks, in each
interval, all markers use the same random bits. As the in-
terval elapses, e.g., after 1 minute, they all switch to the
next random string in the schedule. Markers need not be

perfectly synchronized. During the few transitional seconds
from one random string to the next, packet marking sus-
pends. The packet marks received during this period are
discarded by the victim. When the synchronization of the
random string is restored, marking resumes. Compared to
storing the random identifier inside the packet header, this
approach needs a longer time for the victim’s reconstruction
to converge. However, it demonstrates the possibility to use
an external random source of arbitrary length.

6. CONCLUSION
IP traceback has been an actively researched DDoS de-

fence. For attack packets with spoofed source addresses, IP
traceback traces the paths they traverse up to the sources.
Traceback also benefits traffic accounting applications, such
as tracking clients’ bandwidth utilization, or locating the
bottleneck links in the network.

In this paper, we present a general model for PPM schemes.
The general model provides a platform for PPM schemes
comparison and helps to identify the appropriate system pa-
rameters. We also show that entropy is a good predictor of
traceback accuracy and use of hop count information in the
tag reduces the entropy

We present a PPM scheme called RPM that has good
traceback accuracy and efficient path reconstruction. Sim-
ulations show improved scalability and traceback accuracy
over prior works. For example, a thousand attack paths in-
duce 63% of false positives in terms of edges identification,
using AMS. RPM lowers the false positives to 2%. The effec-
tiveness of RPM demonstrated that imposing sophisticated
structures on tags is not necessary. If imposing the structure
reduces the randomness in tags, it should be avoided. The
improvement of RPM over prior schemes is mainly a result
of increasing the information carried in packet marks.
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