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Abstract

This paper introduces the use of wavelets for infor-

mation retrieval in a peer-to-peer environment. In or-

der to achieve our purposes, we use a new combination

between broadcasting and a hierarchical overlay. Com-

pared to previous approaches, we do not store complete

information about the children of a super-peer, nor do

we broadcast the queries blindly. We approximate the

feature vectors using the multiresolution analysis and

the discrete wavelet transform. Each peer is repre-

sented by a high-dimensional feature vector and the

height of the hierarchy is logarithmic in the dimension-

ality of this feature vector. Leaf nodes represent real

peers, while internal nodes are virtual peers used for

routing. Our retrieval method has been tested with both

real and synthetic data and shown to be efficient in

retrieving relevant information, resulting in good pre-

cision and recall on four standard test collections.

1 Introduction

Semantic-based retrieval is essential for data sharing
applications in peer-to-peer networks. This is why we
are willing sometimes to trade local storage space for
higher retrieval efficiency and effectiveness. However,
resources are still limited and maintaining global infor-
mation of the order of the entire network is impractical.

In general, existing work in the peer-to-peer realm
has been divided between the commercial applications
that use mostly unstructured or centralized models
[3, 1] and research-oriented structured networks [5, 8].
Super peer methods introduce a set of nodes that col-
lectively take over the role of the central server. Such
methods have been frequently studied [2, 4, 7] with
good results.

Our work provides a flexible retrieval framework

that is scalable in terms of routing information stored
in individual peers. Each peer provides a feature vec-
tor (ID) that summarizes its content to be shared in
the P2P network. We approximate the feature vec-
tor with the multiresolution analysis (MRA) and the
discrete wavelet analysis (DWT). Our overlay network
is a hierarchical structure that consists of both vir-
tual peers and real peers, where real peers are the leaf
nodes in the hierarchy. The top levels of the hierarchy
are superimposed with a fully connected graph, such
that query load is distributed equally among the top
nodes. Different levels of approximation generated by
MRA are distributed to the different levels of the net-
work hierarchy, with the highest level containing the
coarsest information. We route the query towards the
peers that contain similar content with routing perfor-
mance comparable to DHT-based methods. However,
our framework does not need to change peer IDs upon
insertion in the network, thus maintaining the semantic
information associated with them.

Our main contributions are summarized as follows:

• an intuitive network overlay, without the overhead
of moving documents across peers

• an effective information retrieval method to route
queries towards peers that hold relevant data

• reduced storage utilization by using approxima-
tions of the real peer IDs

2 HiWaRPP system prototype

In our prototype system, each peer shares a doc-
ument collection, and it provides a summary of it as
the feature vector. The approximation of IDs is prop-
agated up in the hierarchy and the nodes at higher
level store more, but coarser approximations for their
descendants.

When a node joins the network, it locates the lowest-
level node with an incomplete number of children and,
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if necessary, creates and stores a series of virtual peers
to insert itself.

2.1 Routing table

Each virtual peer in the network maintains a list of
its own children and a link to its parent. For each of
its children, it stores which real peers are accessible
through that child. With this simple technique, the
HiWaRPP framework is very flexible in the sense that

1. if a peer changes slightly its ID due to the insertion
of the new document, the higher level approxima-
tions (the coarser ones) remain mostly unchanged.
Thus, a search before the update is actually per-
formed, will still find the correct peer.

2. as the query travels down the network, it receives
more information about its destination and can
make decisions as whether to continue or not.

Route selection. When a real peer has a query, it
forwards it to its parent and higher up the hierarchy as
much as possible. At higher levels, the virtual nodes
have a broader view of the network and are able to
select potentially relevant peers. After the choice has
been made, the query is sent downwards back to the
leaf level where the real peers are.

2.2 Bandwidth and storage requirements

The super-peers of the overlay are subjected to
stress due to a high number of messages they have to
receive and, in some cases, reply to. For both types
of messages (update and query), their size is not an
issue, as they are reduced with the same method that
has been used to reduce the amount of storage needed.
The problem lies mainly in opening and closing a large
number of connections to this super-peer.

Fortunately, due to the approximation used, update
messages do not reach the top of the hierarchy every
time a new peer joins or a new document is inserted
by an existing peer. Updates are propagated towards
the root only when their added information surpasses a
certain threshold. Periodical corrections are scheduled
to correct updates error accumulated over time.

On the other hand, query messages should always
reach the root in order to get a global view of the net-
work. This is why, at the top levels, we superimpose
a fully connected graph. We practically transform the
top hierarchy in a cluster of super-nodes, with the dif-
ference that we still maintain the hierarchy in order
to manage the data distribution in the cluster. The
root of the hierarchy no longer answers queries directly,
but is used solely to gather data and distribute it to

Figure 1: a. System overview b.Proportion of update

messages

the lower-level virtual peers that will effectively answer
queries (Figure 1a).

The number of levels that participate in this knowl-
edge sharing depends on the size of the network. Fig-
ure 1b shows the proportion of update messages as a
function of the number of levels and the frequency of
updates.

Using multiresolution, we show that we can store in-
formation about all the peers without overwhelmingly
increasing the memory requirements at each peer. Fig-
ure 2a shows the worst case scenario for storage con-
sumption. Given the same expected number of peers
in the network, smaller buckets impose more storage
due to the necessity of a higher tree. The slope tends
to decrease due to the fact that as more peers join the
network, their approximated IDs are added higher in
the hierarchy and, as we get closer to the root, the size
of the approximations decrease exponentially while the
number of virtual peers increases only linearly.

3 Experimental study

Efficiency of the retrieval. We have implemented
a simulator and tested it with as high as 1 million ‘real’
peers.

First we look at the maintenance messages by ana-
lyzing the amount of traffic generated when inserting
up to 100k nodes. Figure 2b shows that the average
number of messages grows sublinearly in the number of
nodes. The reason for this behavior is the way virtual
peers are distributed on the real peers. As the network
size increases, there is relatively more communication
locally - between the virtual peers that are stored on
the same real node.

Figure 2c. shows how the average size of the mes-
sages decreases logarithmically with respect to the
number of peers. This is due to the fact that in a
larger network, the levels of approximations decrease
logarithmically and, consequently, so do the average
sizes of the messages. It also shows that increasing
the bucket size increases the average size of a message.
This is because larger buckets make the network more
flat, and relatively more messages are circulated at the
lower leves, where the approximations are larger.



Figure 2d. shows the average number of messages
per query for varying bucket sizes and ID lengths. We
observe that the number of messages is less than loga-
rithmic in the number of nodes in the network.

Effectiveness of the retrieval. We evaluated the
effectiveness of the retrieval with four benchmark col-
lections of documents. In order to test with larger
number of peers, we divided the four collections into
30 peers by topic. Each peer results in slightly more
than 200 documents, which are from one of the col-
lections. Each peer generates its summary for its own
collection, which is a vector of document frequencies
for the terms in the collection.

We compare our retrieval precision and recall with
the standard vector space retrieval model (VSM). Since
euclidean distance is applied in our approximation
space, we also use euclidean distance to compare query
vector and document vectors in VSM. Figure 3 presents
the comparison results for two of the four query sets as-
sociated with each collection.

From the figures we observe that our retrieval
method outperforms VSM. The results actually sur-
passed our expectations, as we estimated that it should
behave just as good as the naive VSM method. Our
assumption as to the cause of these better results lies
mainly in the way the vector IDs are created. When
the collections are parsed and inserted into the net-
work, they are done sequentially. That results in more
or less compact subsets of the vectors with non-zero val-
ues. Common terms among collections are scattered,
but generally surrounded by zero values. The approx-
imation maintains the non-zero regions, while fading
out the common words.

The observed improvement demonstrates that our
method is promising and its potential usefulness for
other applications that prefer the euclidean distance
measure, such as video retrieval [6].

 0

 500000

 1e+06

 1.5e+06

 2e+06

 2.5e+06

 3e+06

 3.5e+06

 4e+06

 4.5e+06

1e+068e+055e+052e+050e+00

by
te

s

number of real nodes

height=13,bucket=3
height=10,bucket=4

height=9,bucket=5
height=8,bucket=7
height=7,bucket=9

height=6,bucket=11

a. Worst case memory use

 7

 8

 9

 10

 11

 12

 13

 14

 15

 0  10  20  30  40  50  60  70  80  90  100

av
er

ag
e 

nu
m

be
r 

of
 m

es
sa

ge
s 

pe
r 

pe
er

number of peers x 1000

Bucket size
5
7
9

11
13
15

b. Average number of messages

 45

 50

 55

 60

 65

 70

 75

 80

 0  10  20  30  40  50  60  70  80  90  100

av
er

ag
e 

si
ze

 o
f a

 m
es

sa
ge

 (
by

te
s)

number of peers x 1000

Bucket size
5
7
9

11
13
15

c. Size of insertion messages

d. Messages per query

Figure 2: Efficiency measurements
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Figure 3: Precision and recall for HiWaRPP and

VSM.

4 Conclusions

In this work we investigate the usage of wavelet
decomposition for a hierarchical representation of the
routing table in a peer-to-peer environment. The new
approach behaves at least as good as VSM retrieval
method but shows great flexibility in balancing the
speed and accuracy of the retrieval, as well as distrib-
uting information in a peer-to-peer network in an easy
to understand and maintain fashion.

Our prototype shows promising results, is based on
a solid mathematical foundation and it has been tested
with both real world and simulated documents.
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