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Abstract—As the power density of modern processors keeps
increasing, thermal management remains a challenging problem
for processor designers. Among various solutions, closed-loop
automatic thermal controllers have the benefits of fast response
speed and high control accuracy. However, as a processor is
a discrete system by nature, controllers designed by classic
control theories fail to consider the system features related to
the discreteness and thus cannot achieve optimal result. In this
work, we propose a discrete thermal controller with the form
of the digital filter with special concern about the frequency
field response affected by the sampling process. We optimize the
sampling period and the response time of the controller. Exper-
imental results show up to 50% sampling frequency reduction
and up to 25% improvement in the performance of CMP systems
with thermal constraints when compared to other state-of-the-art
closed-loop thermal controllers.

I. INTRODUCTION

Chip-level multiprocessors (CMP) have become the main
stream architecture for modern microprocessors [1]. However,
as the development in technology node has rapidly increased,
thermal constraint has become a major barrier that limits the
performance of CMPs. The increased power density due to
feature size shrinking causes the temperature of the chips to
rise, which may significantly damage the reliability of the
chips [2]. In order to avoid thermal failures, it is necessary
to maintain the temperature of the CMP below a threshold.
In addition, the dark silicon problem [3] puts more stringent
constraints on the temperature of processors. A common
solution to the problem is to temporarily scale down the
voltage and frequency level of the processors when thermal
emergencies happen [4]. However, such techniques may sig-
nificantly throttle the performance of the processor when the
processor is under high workload and frequently meets thermal
emergencies.

To better exploit the performance of the processors with
thermal constraints, people start to design thermal management
techniques that allow the processors to work under the possible
highest voltage and frequency level without violating the ther-
mal constraint [5], [6]. Among these techniques, the closed-
loop automatic thermal controller is a promising solution.
According to control theory, the closed-loop control systems
have the benefits of high stability, low tracing error and fast
response speed. Various closed-loop thermal controllers have

been proposed in previous studies [7], [8], [9], [10]. However,
these previous studies fail to consider the discreteness of the
thermal controller for CMPs. As a part of a digital chip, the on-
chip thermal controller is by nature a discrete control system.
In previous studies, they first adopt the design methodology
for continuous controllers and then covert the controllers into
digital forms. When converting a continuous system to a
discrete system, the frequency response of the system could
be distorted. The distortion can be reduced by decreasing
the sampling period, and therefore the controllers designed
with the continuous methodology usually have to use smaller
sampling period than the theoretical optimal value. This leads
to significant decrease in performances of the processor. In-
dicated by our experiments, applying the theoretical optimal
sampling period to these controllers may results in more than
10 times of thermal emergencies. And when compared to
the optimal sampling period, the reduced of sampling period
may cost up to 98.2% increase in the overhead of frequency
switching.

In order to solve the above problem, we propose a digital
thermal controller for CMPs using discrete control theory. The
objective of the design is to further improve the performance
of CMPs under thermal constraints by reducing the sampling
period of the thermal controllers while maintaining satisfying
control quality. Our design is distinctive when compared to
previous studies in the following aspects. Firstly, we use dis-
crete control theory to design the controller which avoids the
distortion problem of the continuous design methodology and
is able to work under the optimal sampling period. Secondly,
to eliminate the influence of the high frequency components
of the output signal of the thermal controller, we attached
a low pass digital filter at the output of the our controller.
In experiments, our discrete thermal controller achieves up
to 50% sampling frequency reduction and up to over 25%
improvement in the performance of CMP systems with thermal
constraints when compared to other state-of-the-art closed-
loop thermal controllers. In addition, we also propose an
efficient thermal-aware scheduling algorithm regarding the
characteristics of the discrete controller to further boost the
performance of the CMP systems.

The rest of the paper is organized as follows. Section II
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Fig. 1: The influence of sampling process.

introduces the background information for this work. Sec-
tion III introduces the objectives and the detailed design of the
discrete controller. Section IV proposes a novel thermal-aware
scheduling algorithm concerning the system features for close-
loop thermal controllers. Section V evaluates the performance
of the controller and compares it with other state-of-the-art
controllers. Section VI concludes this paper.

II. BACKGROUND

A. Sampling Process

In a CMP, continuously monitoring the temperature change
of each core causes unnecessarily heavy overhead. In reality,
the temperature is measured by digital thermal sensors at each
sampling point. As a result, the thermal controller also works
at the sampling point and decides the power consumption
of the CMP in the following sampling period. The sampling
process and the sampling period have major impact on the
property of the system, especially for the frequency character-
istics.

Assume that a continuous signal is denoted by e(t) and is
sampled by a digital sensor every T seconds. The sampling
signal produced by the digital sensor is denoted by e∗(t). The
definition of e∗(t) is given by Eq. (1), where δ(t) is the unit
impulse function, and n represents the number of sampling
steps. The time domain description of the sampling signal is
shown in Fig. 1a.

e∗(t) = e(t)

∞∑
n=0

δ(t− nT ) =

∞∑
n=0

e(nT )δ(t− nT ) (1)

To analyze the frequency characteristics of the signals,
we assume that E(jω) is the frequency spectrum of e(t)
and E∗(jω) is the frequency spectrum of e∗(t), where j is
the imaginary unit of complex numbers. Eq. (2) defines the
relationship of E(jω) and E∗(jω), where ωs = 2π/T is the
angular sampling frequency. This equation can be obtained
by a series of Fourier series expansion and Laplace transform
[11]. From Eq. (2) we can see that E∗(jω) is the sum of copies
of E(jω) shifted on the frequency axis, as shown in Fig. 1b.

E∗(jω) =
1

T

∞∑
n=−∞

E[j(ω + nωs)] (2)

We can see that in the frequency domain, sampling causes
two problems. Firstly, as the natural signals usually have
infinite bandwidth, the shifted components in the spectrum of
the sampling signal may overlap with each other and cause
distortion of the measured signals. Secondly, the sampling

process significantly increases the amplitude of the spectrum
in the high frequency range. The distortion of the spectrum of
the signal caused by the sampling process affects the perfor-
mance of the thermal controllers designed by the continuous
methodology. To minimize the influence, such controllers have
to reduce the sampling period [12] which leads to the increase
of system overhead.

B. Thermal Model for CMP

According to [13], when considering the thermal interac-
tions between different cores of a CMP, the temperature trace
of core i in the CMP can be computed by Eq. (3). In the
equation, τi is the temperature of the core i, Ci is the thermal
capacitance of the core, NB is the set of neighboring cores
surrounding core i, Rij is the thermal resistance between core
i and core j, pi is the power consumed by core i, τa is
the ambient temperature of the CMP, and Rai is the thermal
resistance between core i and the ambient environment.

Ci
dτi
dt

=
∑
j∈NB

τj − τi
Rij

+ pi +
τa
Rai

(3)

Considering Eq. (3) for all the cores in a CMP, we can get
Eq. (4), where τ = [τ1, τ2, ..., τn]T is a vector composed by
the temperature of each core in the CMP, p = [p1, p2, ..., pn]
is the vector of the power consumption in each core, A, B, and
C are coefficient matrices. A and B are both square matrices
of n×n order , while C is a n matrix. The coefficient matrices
can be acquired by transformation of Eq. 3.

τ̇ = A× τ + B× p + C · τa (4)

C. Power Model for CMP

According to the thermal model, it is the power consumption
of each core that directly determines the temperature of the
CMP. The thermal controller controls the power consumption
of the CMP by setting the voltage and frequency levels of each
core and therefore a power model of the CMP is required.

During run-time, the power consumption of each core in
a CMP can be estimated using performance counters [14].
Eq. (5) shows the dynamic power model for a core in the
CMP, where Rfetch, Rfloat, Rdecoder and Ralu stand for
the data reading of the performance counter at instruction
fetching unit, floating point unit, decoder unit and the ALU
respectively, and α∗ are coefficients depending on architecture
and technology node. The leakage power of can be estimated
by Eq. (6) where N is the number of gates in the CMP,
τ is the temperature of the core, and ατ is a coefficient
based on architecture and technology node. The techniques
for retrieving the above architecture-based coefficients are also
given by [14]. Eq. (5) and Eq. (6) describe the relationship
between the power consumption and supply voltage Vdd. In
the controller design, we apply the equations to decide the
voltage value for the processors.

Pd = (αfRf + αfpRfp + αdcRdc + αaluRalu)V 2
dd/t (5)
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Fig. 2: The block diagram for the thermal controller.

Psub = N · ατ · τ · Vdd (6)

III. DESIGN OF THE DISCRETE CONTROLLER

A. Overview

Fig. 2 shows the block diagram of general closed-loop
thermal control systems for CMPs with explicit concern for
the discrete nature of the controllers. In the system, the
thermal sensor measures the temperature at sampling points.
The sampling signal of the temperature (τ∗) is compared with
the threshold temperature (τth) and the difference (∆τth) is
sent to the thermal controller. The thermal controller then
decides voltage level of the CMP. This voltage level (V∗) is
still a sampling signal because it is produced by the thermal
controller only at sampling points. In reality, the voltage level
of a processor (V ) is a continuous signal. The conversion
is performed by the DVFS module which set the voltage of
processor at the desired level during the next sampling period.
In control theory, this process is abstracted as a device called
as the zero-order hold, the function of which is defined by
Eq. (7).

e(nT + ∆t) = e(nT ) (7)

For a thermal controller, the fundamental objective is to
force the temperature of the processor tracing the threshold
temperature with little errors. In this way, the processor always
runs at the highest possible frequency level and thus the
performance of the processor is maximized. In this study, our
goal is to improve the performance of the system by increasing
the sampling period of the thermal controller. Increasing the
sampling period not only reduces the overhead of the thermal
controller itself but also reduces the number of frequency level
switching for the DVFS module which further reduces the
overhead of the system.

As discussed in Section II-A, increasing the sampling period
results in higher possibility of signal distortion caused by
the sampling process. In order to maintain satisfying control
quality of the thermal controller under large sampling period,
we adopt the discrete control theory in our design. Firstly, we
use the Shannon sampling theorem [15] to find an upper bound
of the sampling period to avoid signal distortion. Secondly,
we attach a digital filter to the controller to screen out the
high frequency components contained by the output signal of
the controller. Finally, by analyzing the discrete time response
of the controller, we propose a controller design that is able

R
C
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Fig. 3: Simplified thermal model for a CMP

to re-stabilize the temperature of the processor with minimal
response steps after disturbance in temperature occurs.

B. Sampling Period Selection

Theorem 1 (Shannon sampling theorem). Assume signal
e(t) has a limited bandwidth ωh. If e(t) could be perfectly
reproduced by the sampling signal e∗(t), then the sampling
period T must fulfill the following condition:

T ≤ 2π

2ωh
.

The Shannon sampling theorem [15] gives the theoreti-
cal maximal sampling period for a discrete control system.
However, in this study, the temperature of CMP is a natural
signal, which has infinite bandwidth. In order to use Shannon
sampling theorem to decide the sampling period, we have to
set a cut-off frequency for the temperature signal where the
spectrum outside the cut-off frequency could be ignored.

To find a proper cut-off frequency, we need to analyze the
frequency response of the system. We consider it is impossible
for the temperature of the CMP to fluctuate beyond that
frequency level. As shown in Section II-B, the thermal model
for CMP system is a RC network. For ease of discussion,
we use a simplified thermal model to consider the frequency
response of the temperature of the CMP. As shown in Fig. 3,
if we consider the power of the processor, denoted by p, as the
input of the system, and consider the temperature, denoted by
τ , as the output of the system. Then the frequency response of
the thermal model is the same as a simple low-pass filter. The
cut-off frequency for such a RC network is 1/(2πRC), which
means the angular frequency is ωh = 1/RC. Then according
to the Shannon sampling theorem, we get the maximum
sampling period as T = πRC. Using the cutoff frequency
of the thermal RC network is also crucial to guarantee the
performance of the controller. It gives the controller enough
response time before the temperature of the processor gets
above the threshold temperature during next sampling period.
In reality, the thermal RC network is more complicated than
Fig. 3 and we use the technologies provided in [11] to decide
the cutoff frequency of the real RC networks. The resulting
sampling period is also rounded down to milliseconds for the
ease of use.

C. Controller Design

The structure of the thermal controller is shown in Fig. 4.
There are four components in the discrete controller: the
decoupling unit, the power planner, the signal restore unit,
the power model and the filter. Based on the decoupled input
variables, the power planer decides the power consumption
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Fig. 4: The structure of the discrete thermal controller.

for each core using a minimal step controller design which
minimizes the response steps for the controller to stabilize
the system. The power consumption decided by the controller
should be converted into voltage and frequency levels. This
is performed by the the power model, which computes the
voltage and frequency level based on the power model intro-
duced in Section II-C. Finally, the filter after the controller is
a finite impulse response (FIR) low pass filter, which screens
out most of the high frequency components contained by the
discrete signals before the discrete voltage signal is converted
to a continuous signal by the zero-order hold in the system.

Decoupling and signal restore. To decouple the thermal
model represented by Eq. (4), we should apply linear transform
on the equation so that we get Eq. (8), where Ā is a diagonal
matrix, and the diagonal elements are the eigenvalues of matrix
A. Assume the linear transform can be presented by a matrix
Q, then the relationship between the decoupled model and
the original model is defined by Eq. (9). With the decoupling,
the original thermal model can be described by a group of
independent equations, as shown by Eq. (10). In Eq. (10),
τ̄i is the new input variable of the thermal model, which is
also a linear combination of the temperature of each core in
the CMP. Similarly,p̄i is the linear combination of the power
consumption in each core. With the new group of independent
equations, we can design the control policy to decide the power
consumption for each core individually. And after the power
planner generates the power consumption of the decoupled
thermal model, p̄, we must restore it to the original power
consumption of the system. According to Eq. (9), the signal
restore unit perform this function by premultiply B−1Q to p̄.

˙̄τ = Ā× τ̄ + p̄ + C̄ · τa (8)

τ̄ = Q−1 × τ , Ā = Q−1AQ, p̄ = Q−1B× p. (9)

˙̄iτ = āiτ̄i + p̄i + c̄iτa (10)
Power planner. According to discrete control theory, the

characteristic of a discrete system can be described by the
impulse transfer function, which could be acquired by applying
z-transform to the system model. When applying z-transform
to the decoupled system model shown by Eq. (10), we have the
impulse transfer function as shown by Eq. (11). Assume that
the impulse transfer function for controller power consumption
pi is Hi(z). In the thermal control system, the threshold
temperature keeps a constant during run time, which can
be viewed as a step function. In this condition, the impulse

transfer function of the minimal-step controller for the system
is shown be Eq. (12). When the impulse transfer function
of the system has the form of Eq. (12), the impluse tranfer
function for the error between the desired temperature level
and the actual temperature, denoted by Φi(z), is defined
by Eq. (13). When the input temperature τ̄i is a unit step
function, where τ̄i(z) = z−1/(1− z−1), then the error signal
τ̄∗i (z) = Φi(z)τ̄i(z) = 1. This means the error signal τ̄i has
the value 1 at the first step and in all the following steps, the
value of τ̄i is 0. Obviously, the system could trace the step
functions after only one step. Now we substitute Eq. (11) into
Eq. (12), and then apply the reverse z-transform, we can get
the difference equation description of the controller, which is
defined by Eq. (14). We can see that the controller as the same
form as a infinite impulse response (IIR) filter.

Gi(z) =
τ̄i(z)

P̄i(z)
=

z−1

1− eāiT z−1
(11)

Hi(z) =
P̄i(z)

τ̄i(z)
=

z−1

(1− z−1)Gi(z)
(12)

Φi(z) =
τ̄∗i (z)

τ̄i(z)
=

1

1 +Hi(z)Gi(z)
(13)

p̄i(n) = τ̄i(n)− eāiT τ̄i(n− 1) + p̄i(n− 1) (14)

FIR low pass filter. The filter after the controller has to
block the high frequency components of the sampling signal
from passing through. According to the Fourier transform in
Section II-A, the cut-off angular frequency of the filter should
be ωh = ωs/2 = π/T = 1/RC. Among the various kinds of
FIR filter design, we select a 21-coefficient Hamming window
FIR filter. The FIR filter has the form shown in Eq. (15).

Ṽi(n) =

20∑
k=0

akV
∗
i (n− k) (15)

IV. POWER STABILIZING SCHEDULING ALGORITHM

In previous studies, DVFS-based thermal management
methods are usually integrated with efficient thermal-aware
scheduling algorithms to further boost the performance of
the CMP under thermal constraints [16], [17], [8]. Previous
thermal-aware scheduling algorithm usually aims at minimiz-
ing the peak temperature of the system by mapping the task
with highest power consumption to the core with coolest
temperature [18]. However, with our discrete thermal con-
troller presented, such methodology is no longer effective.
This is because our discrete thermal controller relies heavily
on accurate power consumption number of each core. If the
power profile of the mapped tasks on each mismatches the
desired power consumption used in the discrete controller, the
error could be amplified through the decoupling step in the
controller could cost a large overhead for the controller to
reestablish a stable state for the temperature. Based on this
observation, we propose an efficient thermal-aware scheduling



Algorithm 1 Power Stabilizing Algorithm
Input: P(n), P(n− 1).

1: Scale power consumption to normal Vdd.
2: Sort P(n), P(n− 1) in ascending order.
3: while P(n) 6= ∅ do
4: for all pi(n) ∈ P(n), pj(n− 1) ∈ P(n− 1) do
5: Find minimal |pi(n)− pj(n− 1)|
6: Transfer task in core i to core j
7: remove pi(n), pj(n− 1) from P(n), P(n− 1)
8: end for
9: end while

algorithm for our discrete thermal controller. The algorithm is
called as the power stabilizing algorithm (PSA).

The pseudo code of the PSA is shown in Algorithm 1. The
input of the algorithm is the list of power consumption esti-
mated for the current sampling period, denoted as P(n), and
the power for last sampling period P(n− 1). We first scale
the power consumption to the highest Vdd level of the CMP for
fair comparison (line 1). The scaling is according to the power
model shown in Section II-C. Then from the two lists, we
find the two power consumption with the minimum difference
pi(n) and pj(n − 1) (line 5). This means that the power
consumption of core j in last sampling period is most similar
to the power consumption of core i in the current period. To
keep the power consumption stable, we transfer task running
in core i to core j (line 6). We continue this procedure until
all tasks are mapped. We note that the scheduling must happen
before the thermal controller makes the decision. Because the
thermal controller decides the voltage level of next period
according to the power consumption of the current period,
because it is hard to know the exact power consumption of
each task in the future. After the scheduling, the controller
decides the voltage level for the next period according to the
newly assigned power figure, the frequency level is more likely
to keep stable. Such assumption is also adopted by previous
studies like [19].

V. EVALUATION

A. Experiment Setup
In the experiments, we use HotSpot 5.02 as our thermal

simulation platform for the microprocessor [13]. The target
CMP system is assume to be a 45nm ARM Cortex-A7
processor with four cores. The DVFS modulation is assumed
to be able to adjust the frequency of the CMP for 16 uni-
formly distributted levels from 0.9GHz to 1.5GHz. We use
two benchmarks in the experiments. We first use a micro-
benchmark, which is a piece of program containing a endless
loop of floating point computation, to test the step response of
the closed-loop control system. The second benchmark is the
SPEC CPU2006 suite, which is used to test the performance
of system under real-world applications. We use the GEM5 +
MCPAT simulation platform to collect the power trace of the
benchmarks [20], [21] .

In the experiments, three different kinds of thermal con-
trollers are adopted for comparison. First, we use a simple
threshold-trigger DVFS controller as the baseline of the exper-
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Fig. 5: The step responses of the thermal controllers.

iments. Second, we adopt a PID controller which is proposed
in [9]. The PID controller is the most commonly adopted
controllers in control systems. Finally, we adopt a state-of-
the-art thermal controller design from [6]. The controller is
designed using the optimal control theory, therefore it is
referred to as the optimal controller.

B. Step Response
In the first experiment, we set the sampling period as 10ms,

which is a relatively small value. Fig. 5a shows the temperature
responses to the disturbance of one same core in the CMP.
Except for the baseline controller, all the other controllers are
able to re-stabilize the temperature of the CMP to the threshold
temperature. The stable state error of the temperature tracing
is less than 0.6% for all the controllers. When compared to
the PID controller and the optimal controller, our discrete
controller stabilize the temperature with shortest time. This
is because the minimal-step controller design guarantees the
system can be re-stabilized within minimal number of steps.

In the second experiment, we set the sampling period
of the controller as 20ms, which is a little less than the
maximal sampling period computed by the method introduced
in Section III-B. Fig. 5b shows the temperature traces of
the CMP with different controllers after temperature becomes
relatively unstable. It is obvious that with larger sampling
period, the temperature maintained by the baseline, the PID
and the optimal controller all become less stable compared
to Fig. 5a. However, with special concerns regarding the
sampling period and with the low pass filter, our discrete
controller outperforms the others. It stabilized the temperature
within three sampling period and the steady state error is also
the lowest.

C. Real Applications

To achieve satisfiable control quality, the sampling period
of the baseline, the PID and the optimal controller are set to
10ms. However, for our discrete controller adopts the 20ms
sampling period. In the experiments, each of the four cores is
assigned with a different benchmark from the suite. The 12
benchmarks are divided into three groups to be tested together
in one experiment.

Table I shows the execution time of the benchmarks in the
processors using different kinds of thermal controllers. When
compared to the maximal performance, the average increases
of the execution time of the benchmarks are 31.23% (baseline),
22.9% (PID), 11.64% (optimal) and 7.02% (Discrete) respec-
tively. The baseline controller results in the worst performance
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because it switches between the two voltage levels. The dis-
crete controller achieves best performance among the thermal
controllers for two reasons. Firstly, the minimal-step controller
design adjusts the temperature level quickly to the threshold
and thus reduces the unnecessary slow down of the execution
speed. Secondly, the discrete controller used a much larger
sampling period which results in less number of frequency
level switches and therefore significantly reduces overhead.

TABLE I: The execution time of the benchmarks on the CMP.

Bench. # Execution time (s)
core # Baseline PID Optimal Discrete

400 1 1325.09 1268.35 1103.87 1081.08
401 2 1746.96 1573.25 1436.19 1393.00
403 3 1163.60 1080.28 979.75 944.91
429 4 4223.52 4051.63 3847.04 3425.52
445 1 331.55 329.66 293.02 299.26
456 2 1304.54 1177.27 1133.52 1037.06
458 3 12967.80 11636.82 10012.54 9446.59
462 4 154.19 150.48 140.16 149.94
464 1 84086.11 81657.78 78418.86 67466.61
471 2 1612.66 1408.80 1283.19 1193.24
473 3 21398.60 20333.68 17897.88 16474.53
483 4 377.45 355.36 307.68 298.04

D. Integration with Scheduling Algorithm

Finally, we test the performance of the system by inte-
grating thermal-aware scheduling algorithm with the thermal
controllers. Fig. 6 shows the normalized performance of the
CMP running the SPEC CPU2006 benchmark with different
combination of thermal controllers and scheduling algorithms.
The sampling period of the controllers are set as 20ms. In the
experiments, we select three types of scheduling algorithms,
the round-robin (RR), coolest first (CF) and our power stabi-
lizing algorithm (PSA). The results are normalized to the RR
algorithm which is the baseline algorithm. From the results we
can see that the CF algorithm performs best for the baseline
controller and the PID controller. This is because for these
two controllers, the temperature changes significantly and the
difference between coolest and hottest cores are quite obvious.
As for the optimal and discrete controller, our PSA shows the
best performance because these two controllers controls the
temperature with higher quality and temperature difference
between cores are not obvious. In such cases, stabilizing the
power consumption of the tasks in each core successfully
reduces the times of frequency level switching for each core
and thus results in optimal performance.

VI. CONCLUSION
We design the thermal controller with the form of the digital

filter with special concern about the frequency field response
affected by the sampling process. We optimize the sampling
period and the response time of the controller. Experimental
results show up to 50% sampling frequency reduction and up
to 25% improvement in the performance of CMP systems with
thermal constraints when compared to other state-of-the-art
closed-loop thermal controllers.
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