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Abstract—Network performance aware optimizations have
long been an effective approach to optimizing distributed applica-
tions on traditional network environments. However, the assump-
tions of network topology or direct use of several measurements
of pair-wise network performance for optimizations are no longer
valid on IaaS clouds. Virtualization hides network topology from
users, and direct use of network performance measurements may
not represent long-term performance.

To enable existing network performance aware optimizations
on IaaS clouds, we propose to decouple constant component from
dynamic network performance while minimizing the difference by
a mathematical method called RPCA (Robust Principal Compo-
nent Analysis). We use the constant component to guide network
performance aware optimizations and demonstrate the efficiency
of our approach by adopting network aware optimizations for
collective communications of MPI and generic topology mapping
as well as two real-world applications, N-body and conjugate
gradient (CG). Our experiments on Amazon EC2 and simulations
demonstrate significant performance improvement on guiding the
optimizations.

Keywords—Cloud Computing, Network Performance Aware Op-
timization, RPCA

I. INTRODUCTION

Infrastructure-as-a-service (IaaS) clouds have emerged as
a popular computing infrastructure for many distributed appli-
cations. For example, many scientific and data-intensive appli-
cations have been deployed in Amazon EC2, Windows Azure
and Google Compute Engine, including life sciences [26], [29],
physics [31], [32], [28], [40], big data processing [17], [8]
and others listed in Amazon case studies [1]. Compared with
the traditional cluster and grid computing environments, cloud
computing offers on-demand virtual machines in the pay-as-
you-go manner. Every one with a credit card can buy the com-
putational resources and storage from public cloud providers.
Due to the pay-as-you-go nature, performance optimizations
are important in not only improving the productivity but also
reducing the total ownership cost. Network performance is
often a key issue for the overall performance of distributed
applications. Although there have been many research studies
on designing novel network bandwidth allocations (e.g., [43],
[2], [33]) or data center networks [16] for IaaS clouds, little
attention has been paid to how applications can adapt their
optimizations to IaaS clouds. Therefore, this paper revisits the
network performance aware optimizations on IaaS clouds.

Network performance aware optimizations have long been

an effective approach to optimize distributed applications on
traditional network environments (e.g., local clusters and grid-
s [39], [24], [21], [38], [3]). Those optimizations have the
assumptions of the a-priori knowledge of network topology or
direct use of several measurements of network performance.
Essentially, those assumptions rely on estimating or measuring
the all-link network performance in a cluster [19], [3]. Given
the all-link performance, communication links are carefully
selected for minimizing the network transfer time of the appli-
cation. For example, one could select the best performing links
for constructing the communication tree in an MPI collective
operation [3].

When revisiting the network performance aware optimiza-
tions on IaaS clouds, we start with studying the network
performance of a virtual cluster (a set of virtual machines).
Data centers consisting of tens of thousands of commodity
servers are the underlying infrastructure for IaaS clouds. Pre-
vious studies have studied the impact of virtualization [41]
and network interference [4] in IaaS clouds. Machine pairs
can have very different network performance as shown in the
previous studies [14], [2]. That means, link selection continues
to be important in virtual clusters, and network performance
aware optimizations are still important to improve the applica-
tion performance, especially for the communication-intensive
applications. A natural question is whether and how we can
apply existing network performance aware optimizations on
virtual clusters of IaaS clouds.

Unfortunately, we find that the assumptions of existing
network performance aware optimizations are no longer valid
on IaaS clouds. The topology information is unavailable or
inaccurate in virtual clusters. Virtualization hides the network
hardware and topology from users, without exposing the actual
configurations of the underlying hardware. Moreover, due to
the cloud system dynamics such as virtual machine consoli-
dation [37], flexible resource management [25] and dynamic
network flow scheduling [4], the static topology information is
no longer sufficient for representing the network performance.
Some recent studies [9], [10] make optimization decisions
based on only a few ad-hoc measurements on the end-to-
end performance. However, such direct use of measurements
is inherently affected by dynamic network and is inaccurate to
reflect the long-term performance.

To enable existing network performance aware optimiza-
tions on IaaS clouds, we propose to decouple the constant
component from the dynamic network performance while
minimizing the difference between the network performance
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and the constant component. In our work, we treat the constant
component as the component in the network performance
that lasts for a long period until we observe some significant
changes in the network performance. The difference can also
be considered as error, since we use the constant component
to guide network performance aware optimizations. It is a
non-trivial task to find the constant component from dynamic
network performance.

Interestingly, this problem can be cast into a common prob-
lem in the computer vision, named RPCA (Robust Principal
Component Analysis) [6]. RPCA is to solve the following
problem: for a data matrix, RPCA is used to identify a low-
rank component and a sparse component with minimized
norm, subject to that the sum of the two components are equal
to the data matrix. There are many important applications with
the data that can naturally be modeled as a low-rank plus a
sparse component [6]. Specifically, we develop a novel ap-
proach based on RPCA with special design and optimizations
for practical use on IaaS clouds, and leverage the theoretical
properties of RPCA to find the constant component from the
dynamic network performance. We model each row of the data
matrix to be one snap-shot of all-link performance for the cloud
at a certain point of time, and apply RPCA on that data matrix
to obtain the constant component and error as the low-rank and
sparse components, respectively.

This seemingly simple design of decoupling the constant
component from network performance enables existing or new
network performance aware optimizations in virtual clusters.
Based on the constant component, conventional network per-
formance optimizations become valid, i.e., we can select the
best performing links with the minimized errors. On the other
hand, with the error component, we are able to determine the
effectiveness of network performance aware optimizations in
virtual clusters, e.g., if the error is too large, the network of
the IaaS cloud is too dynamic and network performance aware
optimizations are useless.

We conduct our experiments with two complementary
approaches: one is with the calibration on Amazon EC2 and the
other is with a simulator based on ns-2. The first experiment is
to assess our approach in the public cloud, and the latter one is
for full control of the network traffic on a large-scale cluster.
We assess the impact of network performance aware optimiza-
tions on two kinds of basic applications including collective
communications of MPI (Message Passing Interface) [39] and
the generic topology mapping strategy [19] as well as two
real-world applications, N-body and conjugate gradient (CG).

Our experiments show that our RPCA-based approach can
determine the degree of network dynamics for virtual clusters
in the cloud. We find that the current network of Amazon
EC2 is relatively stable, and network performance aware
optimizations are still important on Amazon EC2. Moreover,
our RPCA-based approach effectively guides the network per-
formance aware optimizations. On Amazon EC2, the proposed
approach significantly improves the performance, reducing the
average elapsed time of broadcast and scatter of MPI and
topology mapping by 20–40% and 8–20% over the baseline
approach and the approach based on direct use of the network
measurements. For N-body and CG, the average improvement
can reach 25% and 31% over the baseline, respectively. In
the simulation on ns-2, we compare with the topology-aware

algorithm [21], [38] and find that our approach obtains 25–
40% performance improvement.

The rest of the paper is organized as follows. We introduce
the preliminary and related work on cloud networks, RPCA
and two examples of network performance aware optimizations
in Section II. We present the problem definition in Section III,
and the RPCA-based approach in Section IV. In Section V,
we show our experimental results. Finally, we conclude this
paper in Section VI.

II. PRELIMINARY AND RELATED WORK

In this section, we briefly introduce the preliminary and
the related work that are closely related to our study.

A. Cloud Network
Previous studies (e.g., [2], [41], [8]) have shown significant

variability between network performance of different machines
in data centers. The network performance variability negatively
impacts application performance, and also makes traditional
network performance aware optimizations (e.g., [19], [3])
infeasible. To avoid re-inventing all those network performance
aware optimizations, this paper develops a new approach to
capture the long-term network performance in cloud, and allow
existing/new optimizations applicable to cloud.

Researchers have developed mechanisms on network band-
width allocation in order to obtain predictable performance
for the user. ElasticSwitch [33], SecondNet [15], Oktopus [2]
and TIVC [43] aim at reserving network bandwidth between
each pair of VMs to offer guaranteed network bandwidth
allocations. Those studies are mainly from the cloud provider’s
perspective, whereas this paper optimizes the network perfor-
mance for virtual clusters created by users, mainly from users’
perspective. Therefore, we do not have the information on
the underlying hardware or topology, or the runtime dynamics
about network transfers and virtualization details.

Network topology inference techniques have been inves-
tigated in the traditional environments [23], [36] and cloud
environment [12]. We refer readers to a survey [7] for more
details on classic techniques for network topology discovery
and inference. The information given by basic diagnostic tools
like traceroute is incomplete in the virtualized cloud.

B. Robust Principal Component Analysis

PCA is arguably the most widely used statistical tool
for data analysis and dimensionality reduction. However, the
accuracy of PCA is prone to noise or gross errors in the
input data. Robust Principal Component Analysis (RPCA) [6]
was proposed to improve the robustness of PCA under noisy
or error measurements. The basic idea is to recover a low-
rank matrix from a series of corrupted measurements and to
minimize the noise component that is assumed to be sparse but
unknown. Suppose A is a data matrix, D is a low-rank matrix
and E is a sparse matrix. RPCA is to solve the following
optimization problem, where ∥E∥0 is the zero norm of E.

minimize rank(D) + λ∥E∥0
subject to A = D + E

RPCA has been widely used in computer vision. It can
be used to solve many important applications like video



surveillance, face recognition and latent semantic indexing [6].
In a video surveillance application, we need to identify the ac-
tivities that occur in the background. Particularly, we consider
each video frame as a row of the data matrix A. RPCA is
used to divide A into two components: D representing the
information of the background and E including the moving
objects which may appear accidentally in each video frame.
D is a low-rank matrix because the background is stable
across the video frames of a reasonably long period. In the
scenario of network performance in the IaaS cloud, we expect
to find the constant component that can represent the long-
term performance in the dynamic network environment. Our
problem has the analogy to RPCA in computer vision.

There are many approaches that have been proposed to
solve this optimization problem (e.g., [5], [20]). We choose
the approach by Ji et al. [20] (their implementation [35]),
which is a polynomial-time algorithm with strong performance
guarantees on the error.

C. Network Performance Aware Optimizations

Network performance optimizations have been a hot re-
search topic in the cluster/grid environments (e.g., [19], [3])
and cloud environments (e.g., [9], [10]). Many of them rely on
the network topology, and some of them assume the a-priori
knowledge of all-link (or pair-wise) network performance in
the (virtual) machines under study. However, without under-
standing and capturing the long-term network performance of
virtual clusters, the existing studies in the cloud [9], [10] sim-
ply adopt the methods in cluster/grid environments according
to several ad-hoc measurements/calibrations.

We use two basic applications – MPI collective opera-
tions [24], [21], [38] and topology mapping [3] as examples to
demonstrate network aware optimizations with the knowledge
of pair-wise network performance.

MPI collective operations. Network performance opti-
mization is very important for the overall performance of
collective communications of MPI [24], [21], [38]. This study
focuses on the four basic collective operations: broadcast,
reduce, gather and scatter. Binomial tree is one of the basic
communication tree structures for collective operations.

Due to the unevenness of pair-wise network bandwidth
among the virtual machines [14], [2], we need to carefully
choose the link in constructing the communication tree in MPI
collective operations. It causes significant performance loss if
the links are wrongly chosen.

Given all pair-wise network performance, the traditional
approach can build an efficient communication tree without
process migration so that the communication links can better
utilize the network bandwidth. In this case, we assume that
each process has been successfully allocated to the right
machine. Given the all-link network performance for a set of
machines, Banikazemi et al. developed a near-optimal greedy
algorithm named Fastest-Node First (FNF) to construct a
binomial tree [3]. The basic idea is described as below. We
assume that each machine has only one process, the root of
the communication tree is fixed and the extension to multiple
processes per machine is straightforward. The algorithm works
in multiple iterations. In each iteration, it maintains two sets
of machines, S and U , to represent the machines that have

(a) A running example of FNF (b) Revised example of FNF
Fig. 1. An example of weight matrix as all-link network performance and
FNF tree structure

been selected in the tree structure and have not been selected,
respectively. Initially, S consists of the root for the binomial
tree and U consists of all the machines under study except
the root. In each iteration, for each machine s in S, we pick
a machine in U having the best network performance with
m, according to the pair-wise network performance. Then,
the resultant machine (denoted as r) is removed from U
immediately and is added to S after this iteration. That creates
an edge in the tree from s to r (meaning that s and r are
the sender and receiver, respectively). When considering a
machine in S, the selection order is according to the order
added into S. The algorithm stops when U becomes empty.

A running example is given in Figure 1(a). On the left,
it is the weight matrix for pair-wise network performance.
A smaller weight indicates a better network performance.
We assume that Machine 1 is the root. In the first iteration,
Machine 1 is the sender and Machine 3 is chosen as the
receiver for its smallest weight. Now, S consists of machines
1 and 3. In the next iteration, we choose Machine 2 to
receive message from Machine 1 and Machine 6 to receive
message from Machine 3. On the right of Figure 1(a) shows
the resultant tree structure by the FNF algorithm. The total
weight of the longest path is five.

Topology Mapping. Assigning a set of tasks to machines
such that the task communication efficiently utilizes the physi-
cal links in the network is called topology mapping [19]. In this
paper, we use the Greedy Heuristic Algorithm approach [19].
Basically, the task with the largest data volume to transfer is
mapped to the machines with the highest total bandwidth of all
its associated links. Therefore, all-link network performance is
important for guiding this mapping.

The algorithm is described as follows. Again, we assume
that each machine has only one process, and the extension
to multiple processes per machine is straightforward. The
algorithm assumes two inputs: (1) a task graph G: a vertex
representing a task and the edge represents data transfer be-
tween two tasks (its weight represents the data volume for the
communication); (2) a machine graph H: a vertex representing
a machine and the edge represents the connectivity between
two machines (its weight represents the network bandwidth of
the two machines).

Given the two directed graphs G and H , the algorithm
determines the mapping between G and H . Now let the weight
of a vertex v in a graph (either G or H) be the sum of the
weights of all edges associated with v. The algorithm starts at
the heaviest vertex v0 in H , chooses the heaviest vertex s0 in
G and maps v0 to s0. Next, the algorithm maps v’s heaviest
neighboring vertices in H to the neighboring vertices in G with



the heaviest connections. The mapping process finishes when
all the vertices in H have their mappings to distinct vertices
in G.

III. PROBLEM DEFINITION

We consider the scenario where users apply network per-
formance aware optimizations to their applications running
in the virtual cluster, built on the IaaS cloud. The unique
cloud network performance features motivate us to understand
the cloud network performance of virtual clusters and to
investigate how to improve the application performance. This
section gives the definitions on our problem.

Network performance. We can measure the performance
of each link, and the all-link network performance for a set
of N virtual machines (or instances). We denote this set of
virtual machines to be a virtual cluster.

We adopt the α-β model [39] to model the network
performance for each link. In the α-β model, each link is
represented with two parameters: the latency (α) and the
bandwidth (β) between the two machines. The transfer time
for sending the data of n bytes is estimated to be α+ n

β . This
model can be used to estimate the transfer time for a message
of arbitrary sizes.

We define the pair-wise network performance with a matrix
(namely performance matrix). Since the network performance
varies, we extend the performance matrix with the time di-
mension. In particular, given two virtual machines i and j,
the network performance parameters of the link from i to j
at time t0 is denoted as αij(t0) and βij(t0). We represent the
network performance of the virtual cluster with two N×N per-
formance matrices: L(t0) = (αij(t0)) and B(t0) = (βij(t0))
(1 ≤ i, j ≤ N). In those matrices, we require all the pair-wise
performance information between any pair of the instances in
the virtual cluster.

We have two major motivations for developing the per-
formance matrices. First, the performance matrices offer a
general performance model which can be used for network
performance aware optimizations of different applications.
Second, individual link performance is significant to the net-
work performance aware optimizations, because they rely on
the comparison of the long-term network performance of all
links. For example, in Figure 1(a), if we change the weight
of the link (Machine 1, Machine 3) to be four, the tree
structure will be largely changed. The new structure is shown
in Figure 1(b) and the total weight of the longest path reaches
seven (instead of five in the original case). This demonstrates
the importance of individual link performance.

Temporal performance matrix. Performance matrix can
only reflect a snapshot of network performance at a certain
point of time. It does not necessarily represent the long-term
network performance. We have performed a detailed study
on the long-term network performance of a virtual machine
pair in Amazon EC2 and made interesting observations. First,
while the network performance from consecutive measure-
ments forms a clear band, it is almost unpredictable at a
single point. This is the combined effect from the constant
and volatility components of the network performance. Second,
we did observe significant network performance changes on

Amazon EC2. Thus, our approach should be designed to
handle this change. Due to the space limitation, we present
the details of our observations in Appendix A of our technical
report [13].

In order to capture the long-term network performance,
we can perform a series of measurements (i.e., performance
matrices). Each measurement on all-link network performance
in the virtual cluster is one row. We arrange the n rows
according to their measurement time and denote the matrix
as NA.

Formally, we define temporal performance matrix (TP-
matrix) on [T0, T1] (T0 < T1) as follows, where T0 ≤ ti ≤ T1,
ti ≤ ti+1, PAti

is the performance matrix of the virtual cluster
at ti. We layout each PAti

into a vector of N2 dimensions by
the row order. Thus, the TP-matrix is a n×N2 matrix.

NA[T0, T1] =


PAt0

PAt1

...
PAtn−1


Problem definition. Consider the scenario of applying

a network performance optimization to a network commu-
nication operation (e.g., a collective operation in an MPI
application) in the virtual cluster from T0 to T1. Moreover,
we consider an offline scenario that we have the a-priori
knowledge of network performance at each moment from
T0 to T1. If we run the network communication operation
at time ti (T0 ≤ ti ≤ T1), we can effectively apply the
network performance optimization according to the pair-wise
network performance PAti

. However, this offline approach
is impossible at practice, since we do not have the a-priori
knowledge on the exact network performance in the future.

Without the a-priori knowledge on the network perfor-
mance, we want to find a constant component from the time-
varying network performance so that the difference between
the network performance and constant component is mini-
mized. The basic idea is, although we cannot predict the exact
network performance of each link, the constant component
represents the long-term performance of each link. According
to the link performance in the constant component, we can
perform the network performance aware optimizations (e.g.,
a link tends to have better performance if it has a better
performance in the constant component). By minimizing the
difference, we can obtain the best total performance of running
at all ti that we can achieve with the constant component.

Similar to the format of temporal performance matrix, we
define two matrices:

• Temporal constant matrix (TC-matrix), where each
row gives the estimated pair-wise network perfor-
mance in the constant component. All rows are the
same, and therefore the rank of the matrix is one. An
example TC-matrix ND is shown below, where all
PDti

are the same.

ND [T0, T1] =


PDt0

PDt1

...
PDtn−1





• Temporal error matrix (TE-matrix), where each row
gives the estimated pair-wise network performance
error. An example TE-matrix NE is shown below.

NE [T0, T1] =


PEt0

PEt1

...
PEtn−1


Let us formulate our problem in an offline setting. Given

the TP-matrix NA on [T0, T1], we define TC-matrix ND

and TE-matrix NE accordingly. Our problem is formulated
as below.

minimize ∥NE∥0
subject to NA = ND +NE ,

and rank(ND) = 1.

We note that, our current problem definition is still impracti-
cal, since it requires the knowledge of entire NA. However,
interestingly, this optimization problem can be cast into the
RPCA problem (as we introduced in Section II). In the next
section, we present an RPCA-based mechanism with a few
calibrations on the virtual cluster, and use them to calculate
the constant component for the network performance during
the calibrations. By then, we need to perform re-calibrations
and re-run the approach.

IV. RPCA-BASED APPROACH

In this section, we present the details on our RPCA-based
approach.

A. Approach Design

Recall that we have given an offline definition on finding
the most effective constant component in Section III. We devel-
op an adaptive approach to incorporate RPCA to approximate
the solution to our problem. We have the following two major
considerations in our design.

First, we need to detect the significant changes in the
network performance of the virtual cluster in an IaaS cloud.
When we say “significant”, we mean that the change is so large
that it affects the constant component. However, an IaaS cloud
user does not have the underlying workloads in the cloud, and
thus cannot accurately determine the significant changes in the
network performance. On the other hand, one may propose
to periodically measure the pair-wise network performance
of the virtual cluster. That approach can be prohibitively
costly, resulting in high overhead. Thus, we use a simple and
lightweight approach on comparing the expected performance
of the network communication operation with the real perfor-
mance. If the real performance is significantly different from
the expected performance, we decide that significant changes
in the network performance of the virtual cluster occur.

Second, during the period that the network performance
does not change significantly (the network performance does
change dynamically though), we can safely use one constant
component in a part of the period to estimate the constant
component of the entire period. Basically, we perform a few
measurements on the link-wise network performance on the
virtual cluster. Using our RPCA-based approach, we obtain
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Fig. 2. An example of calculating NA = ND +NE with RPCA

the constant component in an offline manner. We then use that
constant component for network performance aware optimiza-
tions until significant changes in the network performance of
the virtual cluster occur.

Algorithm 1 shows the procedure of our RPCA-based
approach on guiding the optimization for a network communi-
cation operation on a virtual cluster C. On the cloud, we first
calibrate a series of performance matrices forming a TP-matrix
NA. NA is the input data matrix A for RPCA. Next, we run
the RPCA approach by Ji et al. [20], and get ND and NE . We
choose Ji et al’s approach for its efficiency and effectiveness
over other approaches [20]. First, ND is the same as matrix
D in RPCA with rank one. All the rows in ND represent
the same comparison among different pair-wise performance,
which are used as inputs to many network performance aware
optimizations. Second, NE is the matrix E in RPCA. It
represents the performance error. We can calculate the norm
of NE to determine the effectiveness of optimizations. The
process of calculating RPCA is very efficient, and the overhead
can be ignored in the experiments.

In the following, we describe the details of these two
aspects.

Guiding performance optimization with ND. With ND,
we can apply traditional network performance aware optimiza-
tion to the network communication operation, for example,
applying the FNF algorithm [3] to construct the binomial
tree. Note, the network communication operation can run on
a virtual cluster C ′, where C ′ ⊆ C, and we can simply
use the pair-wise performance belonging to C ′. In most of
the cases, our model can work well in a long term without
any maintenance. But after a long period, we still need to
recalibrate the matrix and rebuild the model. During this
period, we use the same PDti

in ND for many times until
there is a significant change in the network performance (e.g.,
the virtual machine is migrated to another rack). We detect
the changes on the network performance and re-calibrate the
matrix (Lines 4–9). More details about approach maintenance
will be described in the next sub-section.

Figure 2 illustrates an example of calculating NA =
ND+NE with RPCA. Figure 2(a) shows a simplified topology
of a virtual cluster of four machines. The number labeled



on the edge between two machines represents the network
performance of the link. We next perform five calibrations
and form a TP-matrix (Figure 2(b)). Each row in the TP-
matrix represents a performance matrix obtained from one
calibration. Then, we run RPCA on the TP-matrix, and obtain
a rank-one matrix ND (Figure 2(c)). From ND, we can obtain
a performance matrix in Figure 2(d), which can be used for
optimizations.

Algorithm 1 Overview of our RPCA-based approach
1: Given a virtual cluster C, calibrate the TP-matrix, and let the

matrix be NA;
2: Run the RPCA approach by Ji et al. [20], and get ND and NE .
3: Given ND , we apply some network performance aware opti-

mization algorithms to the network communication operation A
running on a virtual cluster C′, where C′ ⊆ C;

4: Measure the network performance of A and let it be t;
5: Let the expected performance of A be t′;
6: if |t−t′|

t′ ≥ threshold then
7: Go to Line 1; /* update maintenance*/
8: else
9: Go to Line 3; /* use the same ND for later optimizations*/

Determining the effectiveness of optimizations. We aim
to study the relationship between the performance error and
the effectiveness of optimizations. When we view the mea-
surement performance NA as the most effective optimization
solution from off-line, the performance error is the difference
between the most effective solution and our performance
aware optimizations solution which is based on ND. Thus, the
effectiveness of network performance aware optimizations on
IaaS clouds is highly correlated with the performance error,
NE . Thus, we define the relative norm of error matrix NE ,
Norm(NE) =

∥NE∥0

∥NA∥0
(0 ≤ Norm(NE) ≤ 1) to measure the

effectiveness of network performance aware optimizations in
the cloud.

B. Implementation Details

The previous sections have presented that we can use
RPCA to capture the long-term performance of the network in
virtual cluster. However, there are some implementation issues
that are worth discussions.

Model calibration. We need to obtain the parameter αij(t)
and βij(t) in a given interval [T0, T1] and use this data to pre-
dict the network performance in the future. In order to calibrate
the network performance of an instance pair from Instance i
to Instance j, we use the function Pingpong Send Recv in a
benchmark called SKaMPI [34] to send and receive messages
and to measure the elapsed time. The latency αij(t) is the
elapsed time of sending a one-byte message and the bandwidth
βij(t) is calculated from the elapsed time of sending 8MB data.
In our experiment, when the message size is larger than 8 MB,
the results are stable.

We have to calibrate each cell of the performance matrix.
There have been some network coordinate algorithms (e.g.,
[11], [30]) to obtain the all-link network performance with a
smaller number of cell measurements. Those approaches are
not applicable to data center networks, because the triangle
condition is not satisfied [4], [22].

The overhead of calibrating the performance one by one
pair is too high if N is large. In order to reduce the overhead,

at each step we choose N
2 instances to send messages and

the other N
2 to receive. In this way, we could obtain N/2

pairs at a time, and the time consumption is 2×N . While it
significantly reduces the calibration overhead, the concurrent
message transfers may cause interference with each other.
Fortunately, the data center is usually large enough in the scale
of tens of thousands of servers, and the interference of the
virtual cluster (in the scale of hundreds of virtual machines)
should be small. We study the impact of different scale in
Section V.

The number of rows in the TP-matrix is another key tuning
parameter in RPCA. We call this parameter time step. If the
time step is too large (i.e., the TP-matrix consists of too many
rows), the results may be more accurate, but the overhead
is too high. In contrast, if the time step is too small, the
result obtained from RPCA may not fully reflect the long-
term performance. We experimentally evaluate the impact of
different time steps in Section V.

Update maintenance. We use the real performance as
feedbacks for the update maintenance. As Lines 4–9 in Algo-
rithm 1, we monitor the performance of the network communi-
cation operation, and then compare the expected performance
estimated from history. To support different data sizes in the
performance estimation, we use α-β model [39] to estimate
the network performance, with the input of ND. If we find the
difference is more than threshold , we could conjecture that the
network performance has significant changes. Thus, we need
to re-calibrate the TP-matrix and re-run the approach. The pa-
rameter threshold is a key parameter for update maintenance.
We experimentally evaluate its impact in Section V.

V. EVALUATIONS

This section presents our experimental results on evaluating
the proposed model and applications. Overall, there are three
groups of experiments. First, we study the overhead of calibrat-
ing the temporal performance matrix (Section V-B). Second,
we study the performance impact of our RPCA-based approach
in comparison with other baseline and heuristics approach
on real cloud environments (Section V-D). Our experiments
are running on Amazon EC2. Third, we study the impact
of our approach in a large-scale cluster with simulations
(Section V-E).

A. Experimental Setup

We use two complementary evaluation approaches includ-
ing real experiments and simulations. The real experiments
were performed on Amazon EC2 in August 2013, with the
focus on assessing the practical performance impact of our
proposed approach. As for simulations, we use ns-21 to sim-
ulate a cluster. With the network simulations from ns-2, we
are able to define different background traffics, and study the
impact of network interference. Moreover, we can simulate
different network topologies, and compare the topology aware
optimizations with our approach.

Let us present more details about the experimental setup
for each approach.

1http://www.isi.edu/nsnam/ns/



Fig. 3. Tree-structured network topology

Experiments with Amazon EC2. On Amazon EC2, we
consider different scales of virtual cluster in the real cloud
environment. In particular, we consider two virtual clusters:
one with 64 medium instances and the other with 196 medium
instances. By default, we report the results for 196 medium
instances.

For each virtual cluster size, the real experiment takes
around one week, with one experimental run every 30 minutes.
In each run, we run the following experiments one by one:
calibration, MPI and topology mapping applications. For each
application, we run the compared algorithms one by one. The
calibration is to generate the trace for network performance of
virtual cluster. We replay the trace to validate our findings on
Amazon EC2 for more details. The trace essentially forms a
TP-matrix of our experimental period under study. Given the
network performance measurements at a point of time, we use
α-β model [39] to estimate the performance of one application.
We use the trace to study the impact of optimizations and
tunings.

Simulations. Recall that many data centers adopt the tree-
structured network design [22], [4]. As a start, we use the
tree-structured topology to interconnect servers, as illustrated
on Figure 3. Machines are first grouped into racks, and then
racks are connected with higher-level switches. Specifically,
we simulate a cluster of 1024 machines. There are totally 32
racks and each rack contains 32 servers. There are two level
of switches. In the first level, there are 32 switches (one for
each rack). In the second level, only one switch link with the
32 switches in the first level. The bandwidth in the same rack
is 1Gb/s and the bandwidth between different racks is 10Gb/s.
To simulate the shared environment like IaaS clouds, we make
some of the machines keep on sending messages to some
others. We call it background traffic. We first choose the links
and then vary two parameters to control the background traffic:
message size and the distribution of waiting time between
sending the message. For each link, we assume the waiting
time satisfies poisson distribution and the expected value is λ.
We vary these two parameters to study the impact of errors
in our RPCA-based approach (NE). Applications are run in
the simulator, independently with the background traffic. We
measure their performance in the similar way as they run on
the real cloud environment.

Applications. We apply the proposed RPCA-based approach
to two kinds of basic applications – MPI collective operations

and topology mapping. As we introduce in Section II, both
applications have network performance aware optimizations
according to pair-wise network performance in the virtual clus-
ter. In MPI, we study the basic collective operations including
broadcast, reduce, scatter and gather. We obtain similar results
of reduce and gather as broadcast and scatter, respectively.
This is not surprising, because reduce and gather are the dual
operations of broadcast and scatter, respectively. Thus, we
present the results for broadcast and scatter only. We report
the results for the following default setting, unless otherwise
specified. The message size for broadcast and scatter is 8MB.
The impact of message sizes is investigated in Figure 9(c).
The root process is randomly chosen from the virtual cluster.
One MPI process runs on each instance. In topology mapping,
we create the task graph by randomly generating the weight
between 5MB to 10MB. Each task is mapped to one instance.

To further evaluate the impact of our network performance
aware algorithms, we have implemented two real-world appli-
cations namely N-body and conjugate gradient (CG). N-Body
is an astronomy model, aiming at simulating the movement,
position and other attributes of bodies with gravitational forces
exerted on one another. The parameters of N-Body include the
number of steps for the simulation (#Step) and the number of
bodies. We increase the message sizes to assess the impact of
the number of bodies. CG [18] is a commonly used algorithm
for the numerical solution of particular systems of linear equa-
tions. The conjugate gradient method is an iterative method,
with the core operation of sparse matrix vector multiplication
(SpMV). CG converges as more iterations are conducted,
and we set the convergence condition: ∥r∥ ≤ 10−5 × g0
(r is the residual norm and g0 is the initial gradient). In
both applications, we implement the all-to-all communication
with a gather followed by a broadcast, which is also used in
MPICH2 [27]. This simple implementation is sufficient for
us to investigate the impact of network performance aware
optimizations on real-world distributed applications. During
the execution period of both applications, we observed little
changes in the network performance, and the temporal per-
formance matrix is calibrated once for one execution of each
application.

Comparisons. We assess the impact of the network perfor-
mance optimizations by comparing the following four ap-
proaches.

• Baseline. This simulates the scenario of running di-
rectly in the cloud environment, essentially without
network performance aware optimizations. In MPI,
the binomial tree algorithm is used in MPI Bcast
and MPI Scatter. We use the implementations from
MPICH2. In topology mapping, we use the ring map-
ping algorithm, which maps each vertex in the task
graph to a vertex in the machine graph one by one
like a ring.

• Topology. In the ns-2 simulation, we use the topology
information to optimize applications [39], [19], [21],
[38]. This approach is denoted as “Topology-aware”.
In the experiments on Amazon EC2, we do not include
the comparison with this approach, because topology
is not available in Amazon EC2.

• RPCA. We denote the proposed approach to be “RP-
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CA”. The network performance aware optimizations
are guided by the long-term part captured by our
RPCA approach. The traditional network performance
optimizations (FNF for MPI and greedy heuristic
algorithm for topology mapping) are used. We set time
step =10 and threshold = 100% for calibration and
update maintenance.

• Heuristics. We capture the TP-matrix and use the
average value of each column to optimize the appli-
cations. We denote this approach to be “Heuristics”.
“Heuristics” represents the direct use of a few mea-
surements of the network performance.

The choice on “Heuristics” is worth further discussions.
First, we also use other approaches, for example, minimal val-
ue or exponential weighted average. For those approaches, we
obtain similar results to the Heuristics approach. Overall, those
heuristics based approaches only consider the link separately,
whereas RPCA considers the relationship among all the links.
Thus, RPCA is able to obtain more information from the same
measurement. Second, one may consider performing network
performance aware optimizations according to the distribution
for each link. However, in order to get the meaningful distri-
bution, excessive measurements are required and the overhead
is unacceptably high in practice.

B. Calibrating Overhead

Figure 4 shows the overhead for different numbers of
instances for calibrating a single temporal performance matrix
when time step is ten. As the number of instances increases,
the overhead of calibrating temporal performance matrix is
almost linear to the number of instances. When the number is
64, the overhead is less than 4 minutes and when it reaches to
196 instances, the overhead is only about 10 minutes. Given
this calibration overhead, our RPCA approach is more useful
and acceptable.

Moreover, we calculate the runtime cost of running RPCA
analysis. The execution time for running RPCA once is less
than 1 minute in the experiments with 196 instances.

C. Parameter Study

For each experiment, we vary one parameter while keeping
other parameters fixed to their default settings (time step =10
and threshold = 100% for calibration and update mainte-
nance). We have studied all the applications, and focus on
broadcast for a detailed result study.
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Time Step. We define a function to calculate the accuracy
in different time step. With a specified time step, we can
calculate the performance matrix PD as the predicted long-
term performance, which essentially is a row of the TC-matrix
ND. On the other hand, we use the whole TP-matrix to obtain
the accurate value of the oracle long-term performance P ′

D. We
define the relative difference of long-term performance to be
the accuracy of our prediction, i.e., Norm(PD) =

∥PD−P ′
D∥0

∥P ′
D∥0

.
When the difference is zero, it means the value is 100%
accurate.

Figure 5 shows the relative difference of long-term per-
formance with different time steps in the calibration. As the
time step increases, the relative difference becomes smaller.
A larger time step means larger overhead. Thus, there is a
trade-off between the overhead and accuracy. We select the
maximum time step when the relative difference is within 10%
among different time steps. In this experiment, we find that
the suitable time step is ten, and we use this setting in all the
experiments on Amazon EC2.

Update maintenance threshold . Figure 6(a) shows the
broadcast performance when the threshold varies. Figure 6(b)
shows the breakdown of the average response time: the average
Bcast time for communication time only and the average
update maintenance overhead. In this experiment, we find
when the percentage is less than 20%, the maintenance is
very frequent which leads to large overhead and the average
elapsed time will be so huge. In contrast, when the percentage
is more than about 150%, there will be no re-measurement
of TP-matrix NA and no change for TC-matrix ND. When
the percentage is about 100%, it almost achieves the best
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(b) CDF for the elapsed time of broadcast
Fig. 7. Overall performance comparison for the three applications on Amazon
EC2 (all normalized to the average of Baseline)

performance. The overhead is not so large and the performance
improvement is comparable to the best. We have run the
experiments for one week on Amazon EC2, and conducted
three calibrations in total (day 0, day 2 and day 5). The
re-calibration is not so often (less than once for a day) in
our experiment. The overhead for one calibration is only 10
minutes for 196 instances, as shown in Figure 4. This overhead
is usually ignorable for long-running HPC applications.

D. Results with Amazon EC2

We present the following results related to Amazon EC2.
First, we present the overall performance comparison on
running real experiments on Amazon EC2. Second, we present
some detailed studies with replaying the trace of network
performance measurements from Amazon EC2.

1) Results on basic applications: Figure 7(a) shows the
average performance comparison of the broadcast, scatter and
topology mapping on 196 medium instances of Amazon EC2.
The performance is normalized to Baseline. We repeat our
experiments for more than 100 times and show the average
results. Figure 7(b) shows the CDF for the execution time of
broadcast in this experiment.

Overall, RPCA consistently outperforms other comparison
approaches for all applications running on Amazon EC2.
By carefully selecting the links with the best performance
according to the constant component, RPCA improves the
effectiveness of network performance aware optimizations.

We have two major observations. First, both Heuristics and
RPCA significantly outperform Baseline, with the performance
improvement 32–40%. It indicates the importance of the net-
work performance awareness in the cloud environment. With
the knowledge of long-term performance captured by RPCA,
those optimizations can select the suitable links for a better
performance. Second, on Amazon EC2, we analyze the trace
and find that the network performance error is relatively small
(NE = 0.1). Still, RPCA is 8–10% better than Heuristics.
We also observe that as NE becomes higher, RPCA can
outperform Heuristics even more (details are presented in
Section V-D3).

Figure 8 shows the performance improvement of RPCA
over Baseline for different numbers of instances in Amazon
EC2. The improvement on 196 instances is much higher than
that on 64 instances. That is because, when the virtual cluster
is large, its virtual machines may be more likely to be located
in different racks in Amazon data center. We also observed
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that the improvement is relatively larger for larger message
sizes. This is consistent with our previous observations that
the contribution of the update maintenance becomes smaller
to the overall execution time. We observe similar results when
comparing RPCA with other comparisons.

2) Results on real-world applications: We study the break-
down of the execution time in the real-world applications.
In particular, we divide the entire application execution time
into two parts: computation and communication. For our
proposed algorithms, we also present the initialization cost
including calibration and RPCA calculation (denoted as “Other
Overheads”). We also note that RPCA calculation contributes
to less than 2% of the total overhead.

Figure 9(a) shows the comparison studies for CG. In this
experiment, we vary the vector size from 1000 to 1024000. We
make two observations. First, the CG performance is network-
bounded, with communication time contributing over 90%
to the total execution time in MPICH2. Second, when the
vector size is small, our algorithm is slower than MPICH2-
based CG, due to the calibrating and calculating overheads.
As the vector size increases, more iterations are required for
convergence, and the network performance aware optimization
reduces the network communication time. The performance
gain compensates the overhead, with 31% and 14% perfor-
mance improvement over baseline and Heuristics. Figures 9(b)
and 9(c) show the performance comparison for N-body. We
firstly fix the message size as 1M bytes and vary #Step from 10
to 2560. Then we fix #Step to be 2560 and vary the message
size from 1K to 1M bytes. As the message size and #Step
increase, the computation and communication play a more
important role and the overhead becomes insignificant. Our
network performance aware algorithms reduce the network
communication time by 36%, and the total execution time by
25% over the baseline approach. The performance improve-
ment over Heuristics approach is around 10%.

3) Detailed Performance Comparison: The network envi-
ronment of Amazon EC2 is dynamic. For repeatable exper-
iments on studying different settings, we use the method of
replaying the trace from the calibrations on network perfor-
mance of a virtual cluster in Amazon EC2, and estimate the
application performance given the pair-wise network perfor-
mance measurement in the trace.

In the following, we first study the accuracy of our trace-
replay approach by comparing the performance distributions
obtained from our trace-replay approach and from measure-
ments. Next, we study the impact of NE by introducing noises
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Fig. 9. Performance comparison of real-world applications on 196 medium instances: N-Body and CG.
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Fig. 10. The impact of NE in the virtual cluster

to the network performance and have a detailed study on a case
when Norm(NE)=0.2.

Accuracy of performance estimations. We compare the
estimated performance distribution and the real measurements.
With the performance estimation, our performance estimation
from the trace-replay approach is close to the real measure-
ments in the cloud. The average difference is only 18% and
9% for baseline and RPCA, respectively. Due to the space
limitation, we study the accuracy of our trace-replay approach
in Appendix B of our technical report [13].

Impact of NE . We study the impact of NE of the virtual
cluster. To study more scenarios for NE , we randomly assign
noises to the trace so that NE is generated. For each time
of adding noise, we change the network performance by 1%
(increase or decrease, subject to the predefined NE and current
NE). Then, we run our RPCA-based approach. If the updated
NE reaches the predefined value, we stop. Otherwise, we
repeat the process.

Figure 10(a) shows the expected performance improvement
of our RPCA approach in broadcast, scatter and topology map-
ping when Norm(NE) is varied. The Norm(NE) significant
impacts the effectiveness of the network optimization on the
three applications, compared with Baseline. As Norm(NE)
increases, the performance improvement decreases. When it
is less than 0.1, the improvement can reach to more than
40%. But when it is more than 0.2, the improvement is
less than 20%. On real environment of Amazon EC2, the
network is relatively stable (Norm(NE) is around 0.1), which
is highlighted in Figure 10(a).
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(b) CDF for the elapsed time of broadcast
Fig. 11. Overall performance comparison with Norm(NE)=0.2

Figure 10(b) shows the performance improvement of com-
paring RPCA with Heuristics in broadcast when Norm(NE)
is varied. Overall, both of the approaches can obtain good
performance improvement. Our RPCA approach has better
efficiency of optimization. When Norm(NE) is small, which
means the network is stable, the network interference plays
a less important role. When Norm(NE) is too large, the
network is so dynamic that the network performance aware
optimizations have little impact on the performance. When
Norm(NE) is about 0.2, RPCA can obtain about 20% more
improvement than Heuristics.

A detailed study. We have a detailed study on a case
when Norm(NE)=0.2, which is more dynamic than real
Amazon EC2 environments. Figure 11(a) shows the average
performance comparison, and Figure 11(b) shows the CDF for
the execution time of broadcast in this experiment. The perfor-
mance improvement of Heuristics and RPCA over Baseline on
Amazon EC2 is consistent with our predictions in Figure 10(a)
and 10(b). When Norm(NE) is about 0.2, the improvement
decreases for both of the two approaches. However, our RPCA
approach can obtain better performance improvement than
Heuristics. In this case, RPCA outperforms Baseline by 20–
28%, and outperforms Heuristics by 12–20%.

E. Simulations on Large-scale Cluster

We report our simulation results on the simulated cluster of
1024 machines. In Figure 12(a), we fix the message size in the
background as 100MB and vary the expected value λ from 1 to
30 seconds. The expected value λ represents the frequency of
the network interference. The figure shows that, as λ increases,
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(b) CDF for the elapsed time of broadcast
Fig. 13. Performance Comparison in ns-2-based simulations

Norm(NE) largely reduces and the network becomes more
stable. In Figure 12(b), we fix λ as 5s and vary the message
size from 10MB to 500 MB. The figure shows that there is
an almost linear relationship between the message size in the
background and Norm(NE). From these two experiments,
we observe that Norm(NE) clearly has positive correlations
with the background traffic in the simulated cluster. It can
explain why we perform an experiment on Amazon EC2 for
many times in order to obtain meaningful results. Also, the
performance improvement results on Amazon EC2 are similar
to our simulations when they have the same Norm(NE). It
represents the interference of network performance satisfies
some stable distribution.

Figure 13(a) shows the overall performance comparison
of broadcast, scatter and topology mapping in the simulated
cluster. We use the same execution settings for each application
as those in Amazon EC2. Machines are randomly selected
from the simulated cluster. We simulate the background traffic
so that Norm(NE) = 0.1. We obtain similar comparison
results against Baseline and Heuristics approaches, and focus
on the comparison with the topology-aware algorithm. We find
that the topology-aware and baseline performs very similar,
which indicates that the topology-aware optimization is not
effective in such a dynamic environment. RPCA is 25%-40%
better than Baseline/Topology-aware approaches and 10%-
15% better than Heuristics. Figure 13(b) shows the CDF of
the elapsed time of broadcast. The results are similar to those
on Amazon EC2.

We also vary different NE to study its impact, and observe
similar results as Amazon EC2. For example, as Norm(NE)
increases, the performance improvement of RPCA over other
approaches increases and the traditional optimizations relying
on the topology and direct use of network measurements

are no longer effective in such dynamic environments. When
Norm(NE) is too high (e.g., higher than 0.5), the improve-
ment of network performance aware optimizations becomes
marginal. Compared with traditional optimizations, our RPCA-
based approach accurately predicts this trend with the estima-
tion on Norm(NE).

VI. CONCLUSIONS

This paper revisits network performance aware optimiza-
tions of distributed applications running on virtual clusters in
IaaS cloud. We find that the important assumptions of existing
network performance aware optimizations are no longer valid,
because the network topology information is not available, and
direct use of a few network performance measurements cannot
capture the long-term performance. In this paper, we propose
a novel approach based on RPCA (a well-known problem in
computer vision) to find the constant component from dynamic
network performance while minimizing the difference between
the constant component and network performance. Moreover,
the RPCA-based approach adapts to significant changes in
the network performance. Based on our approach, we are
able to determine the effectiveness of network optimizations
on the applications running in the virtual cluster. In the
experiments, we find that Amazon EC2 has relatively stable
network performance (NE = 0.1), and network performance
aware optimizations are still important on Amazon EC2.
Moreover, our RPCA-based approach is more robust than
other approaches for different degree of network dynamics,
and always outperforms the other comparison approaches.
On Amazon EC2, our RPCA-based approach achieves 20–
40% and 8–20% over the baseline approach and the approach
based on direct use of the ad-hoc measurements, respectively.
In the simulation on ns-2, we compare with the topology-
aware algorithm and find that our approach obtains 25–40%
performance improvement.

As for future work, we plan to investigate the economic
impacts [42] of our approach, and evaluate our approach
with more complicated workloads such as scientific work-
flows [44].
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