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ABSTRACT
In this paper, we study the interaction times of continuous
distributed interactive computing in which the application
states change due to not only user-initiated operations but
also time passing. We formulate the Minimum Interaction
Time problem as a combinatorial problem of how the clients
are assigned to the servers and the simulation time settings
of the servers. We also outline two approaches to approxi-
mate the problem.

Categories and Subject Descriptors
C.2.4 [Computer-Communication Networks]: Distri-
buted Systems—Distributed applications; G.1.6 [Numerical
Analysis]: Optimization—Constrained optimization

Keywords
Distributed interactive computing; interactivity; consistency

1. INTRODUCTION
Recent years have witnessed rapid development of dis-

tributed interactive computing in many areas. In large-scale
distributed interactive computing, the application state (such
as the virtual worlds in multiplayer online games) is typi-
cally maintained across a group of geographically distributed
servers [5]. Each participant, known as a client, is assigned
to one server and connects to it for sending user-initiated
operations. When the application state changes, state up-
dates are delivered to the clients by their assigned servers to
reflect the changes. In this way, Distributed Interactive Ap-
plications (DIAs) enable participants at different locations
to interact with each other in real time.

Interactivity is of crucial importance to DIAs for sup-
porting graceful interactions among participants. The in-
teractivity performance can be characterized by the dura-
tion from the time when a client issues an operation to the
time when the effect of the operation is presented to others
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[3]. This duration is known as the interaction time between
clients. Since the clients interact with one another through
their assigned servers, the interaction time between any pair
of clients must include not only the network latencies be-
tween the clients and their assigned servers, but also the
network latency between their assigned servers. These la-
tencies are directly affected by how the clients are assigned
to the servers [7]. In addition to network latencies, the in-
teraction time is also influenced by the need for consistency
maintenance in DIAs. Consistency means that shared com-
mon views of the application state must be created among
all clients and it is a fundamental requirement for supporting
meaningful interactions [1].

In this paper, we study the interaction times of DIAs.
We focus on continuous DIAs in which the application state
changes due to not only user-initiated operations but also
time passing. In continuous DIAs, the progress of the appli-
cation state is normally measured along a synthetic timescale
known as the simulation time (for example, the time elapsed
in the virtual game world). To ensure consistency among the
application states at the servers, each user operation must be
executed by all servers at the same simulation time [4]. As
a result, maintaining consistency in continuous DIAs often
entails artificial synchronization delays in the interactions
among clients. The amount of synchronization delays is de-
pendent on the simulation time settings of the clients and
servers.

We formulate the Minimum Interaction Time (MIT) prob-
lem for continuous DIAs as a combinatorial optimization
problem that includes two sets of variables: the client as-
signment and the simulation time offsets among servers. We
also outline two approaches to approximate the MIT prob-
lem: by fixing the client assignment and by fixing the sim-
ulation time offsets among servers. In an earlier work [6],
we studied some client assignment heuristics for continuous
DIAs under a special case of operation execution. This pa-
per generalizes the study by conducting in-depth theoretical
analysis of consistency-constrained simulation time settings
and achievable interactivity.

2. PROBLEM FORMULATION
A DIA can be modeled by a network consisting of a set

of nodes V . A distance d(u, v) is associated with each pair
of nodes (u, v) ∈ V × V , representing the network latency
of the routing path between nodes u and v. Denote by S ⊆
V the set of servers and C ⊆ V the set of clients in the
network. Each client is assigned to a server for sending user
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Figure 1: An example network in a DIA.

operations and receiving state updates. For each client c ∈
C, we denote by sA(c) ∈ S the server that c is assigned to
in a client assignment A.

Each server and client has an associated simulation time
to characterize its view of the application state. To pro-
vide realistic real-time interaction experiences, the simula-
tion times of all the servers and clients should advance at
the same rate as that of the wall-clock time, but they do not
have to be synchronized. For each client c ∈ C, we denote by
δc ∈ R the offset of c’s simulation time relative to the wall-
clock time (a positive offset means that c’s simulation time
is ahead of the wall-clock time). Similarly, for each server
s ∈ S, we denote by δs ∈ R the offset of s’s simulation time
relative to the wall-clock time.

When a client issues an operation, the effect of the op-
eration is presented to other clients through the following
process. First, the client sends the operation to its assigned
server. Then, the server forwards the operation to all the
other servers. On receiving the operation, each server ex-
ecutes the operation, possibly after some synchronization
delay, to compute the new state of the application. Finally,
each server delivers the resultant state update to all the
clients assigned to it. Since clients inherit the application
state from their assigned servers, in order for all clients to
always see identical states at the same simulation time, the
application states at all the servers must be identical at any
simulation time. This in turn requires each user operation
to be executed by all servers at the same simulation time,
since the state of a continuous DIA changes due to both user
operations and time passing. Given a client assignment A
and the simulation time offsets of servers Δ = {δs | s ∈ S},
our analysis shows that the lowest achievable average in-
teraction time between all pairs of clients that satisfies the
above consistency constraint is D(A,Δ) =

1

|C|
(
2·

|C|∑
i=1

d(ci, sA(ci))+

|C|∑
i=1

max
s∈S

{
d(sA(ci), s)+δs

}−
|C|∑
i=1

δsA(ci)

)
,

where |C| is the number of clients. Therefore, we define the
Minimum Interaction Time (MIT) problem as follows:

Definition 1. Given a set of servers S and a set of clients
C in a network, and the distance d(u, v) between each pair
of nodes u, v ∈ C ∪ S, the MIT problem is to find a client
assignment A and the simulation time offsets of servers Δ
that minimize the average interaction time, i.e., to find

min
A,Δ

D(A,Δ).

We present an example to illustrate how A and Δ af-
fect the average interaction time. In the network shown

in Figure 1, there are three clients c1, c2, c3 and six servers
s1, s2, s3, s

′
1, s

′
2, s

′
3. A natural configuration is to assign each

client ci to server s′i (i.e., the nearest server), and synchro-
nize the simulation times of the assigned servers of all the
clients, as shown in Figure 2(a), where each client and server
is marked with its simulation time offset.1 Note that the sim-
ulation time of each client must lag behind the simulation
time of its server due to the network latency of delivering
state updates. Suppose that client c1 issues an operation at
simulation time t. As shown in Figure 2(b), the operation
first reaches server s′1 at simulation time t + 2, and is then
delivered to the other two servers at simulation time t+12.
Thus, the operation can be executed by all the three servers
at the same simulation time t+12 at the earliest, and finally,
all the clients receive and present the resultant state updates
at simulation time t + 12. Therefore, the interaction time
from client c1 to all the clients is 12. Figure 2(c) shows that
the interaction time from client c2 (or c3) to all the clients
is also 12. Consequently, the average interaction time under
this configuration is 12.

We can improve the interactivity by tuning the simulation
time offsets Δ. Figure 3(a) shows a simulation time setting
that reduces the average interaction time to 11. Alterna-
tively, we can also improve the interactivity by tuning the
client assignment A. Figure 3(b) shows a client assignment
that leads to the average interaction time of 10. The op-
timal solution to the MIT problem is to tune both A and
Δ together as shown in Figure 3(c), which gives the best
achievable average interaction time of 9.

3. RESULTS
As seen above, the MIT problem is a combinatorial opti-

mization problem with two sets of variables: the client as-
signment and the simulation time offsets of servers. We can
show that the MIT problem is NP-complete. We consider
approximating the MIT problem by fixing the client assign-
ment and/or the simulation time offsets. An intuitive and
easy-to-implement strategy for client assignment is to as-
sign each client to its nearest server, i.e., the server with the
shortest network latency to it. This is known as the nearest-
server assignment and is widely used in many applications
[2]. On the other hand, a simple and straightforward setting
of simulation times is to synchronize the simulation times of
the servers. Denote such simulation time setting by Δ0 and
denote the nearest-server assignment by N . If N and Δ0 are
employed together, the resultant interaction time D(N,Δ0)
can be arbitrarily worse than the minimum interaction time
minA,Δ D(A,Δ). Interestingly, however, constant approx-
imation factors can be achieved by either fixing the client
assignment at N or fixing the simulation time offsets at Δ0.

(1) Approximating MIT Problem by Fixing Client Assign-
ment. When the client assignment is fixed, we have the
following results about finding the simulation time offsets
of servers that minimize the interaction time, i.e., finding
minΔ D(A,Δ).

Definition 2. A perfect selection from a n×n matrix is to
select n elements from the matrix, so that there is exactly
one element selected in each row and in each column. A

1The simulation times of the servers not assigned any client
are not really restricted by the consistency constraint. They
can be set to lag behind the wall clock time by an arbitrarily
large amount and are not marked in the figure.
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Figure 2: A natural configuration.
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Figure 3: Improved configurations.

maximum perfect selection is a perfect selection that has
the largest sum of the selected elements among all perfect
selections from the matrix.

Definition 3. Given a matrix Q, define S(Q) as the sum
of the elements in a maximum perfect selection from Q.

Theorem 1. Given a client assignment A, let QA be a
|C|×|C| matrix of d(sA(ci), sA(cj)) (i, j=1, 2, · · · , |C|). Then,

min
Δ

D(A,Δ) =
1

|C|
(
2 ·

|C|∑
i=1

d(ci, sA(ci)) + S(QA)
)
.

We have developed a O(|C|2|S|) algorithm to compute
minΔ D(A,Δ), where |C| is the number of clients and |S|
is the number of servers. For networks with the triangle
inequality, it can be shown that the minimum achievable in-
teraction time under the nearest-server assignment is within
3 times of the optimal solution to the MIT problem.

Theorem 2. minΔ D(N,Δ) ≤ 3 ·minA,Δ D(A,Δ).

(2) Approximating MIT Problem by Fixing Simulation Time
Offsets. Finding minA D(A,Δ) is also an NP-complete prob-
lem. For networks with the triangle inequality, our analysis
shows that this approach can approximate the MIT problem
within a factor of 2 if the simulation times of all servers are
synchronized.

Theorem 3. minA D(A,Δ0) ≤ 2 ·minA,Δ D(A,Δ).
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