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Abstract. In this work, we study an extension of the k-center facility location problem where centers
are required to service a minimum of clients. This problem is motivated by requirements to balance the
workload of centers while allowing each center to cater to a spread of clients. We study three variants
of this problem, all of which are shown to be NP-hard. In-approximation hardness and approximation
algorithms with factors equal or close to the best lower bounds are provided. Generalizations, including
vertex costs and vertex weights, are also studied.

1 Introduction

The k-center problem is a well-known facility location problem and can be described as follows:
Given a complete undirected graph G = (V, E), a metric d : V × V → R+ and a positive integer k,
we seek a subset U ⊆ V of at most k centers which minimizes the maximum distances from points
in V to U . Formally, the objective function is given by:

min
U⊆V,|U |≤k

max
v∈V

min
r∈U

d(v, r).

As a typical example, we may want to set up k service centers (e.g., police stations, fire stations,
hospitals, polling centers) and minimize the maximum distances between each client and these cen-
ters. The problem is known to be NP-hard [4].

A factor ρ-approximation algorithm for a minimization problem is a polynomial time algorithm
which guarantees a solution within at most ρ times the optimal cost. For the k-center problem,
Hochbaum and Shmoys presented a factor 2-approximation algorithm and proved that no factor
better than 2 can be achieved unless P = NP [5]. Approximation algorithms for other k-center
problems where vertex costs are considered or when vertex weights are used have been extensively
studied [3, 6, 11]. More recently, Bar-Ilan, Kortsarz and Peleg investigated an interesting generaliza-
tion of capacitated k-center problem where the number of clients for each center was restricted to
a service capacity limit or maximum load [1]. Their work was improved in recent work by Khuller
and Sussmann [9]. On the other hand, to ensure backup centers are available for clients, Krumke
developed a ”fault tolerant” k-center problem, where the objective was to minimize maximum dis-
tances as before, but where each client is required to be covered by a minimum number of centers
[10]. Approximation algorithms for these problems were improved and extended in [2] and [8].

In these studies, no provision was made to ensure centers provide a minimum coverage of clients.
In the fault tolerant problem, the client demand side of the problem is guaranteed coverage by a
minimum number of centers (less than k), yet, on the supply side, there is no guarantee that each
center services a minimum number of clients. In realistic applications however, such coverage is



a common requirement. For example, in planning the location of hospitals, it would be expected
that each hospital services a minimum number of neighborhoods. This would impose a balanced
workload among hospitals and allow for economies of scale. Moreover, in cases when each center is
equipped to provide a variety of services, a spread of clients covered is more likely to benefit service
providers and clients alike. For example, where warehouses stock a variety of products, it would be
beneficial if each services a spread of customers whose demands are more likely to include the range
of products available. In this work, we address these provisions by extending the basic k-center
problem to include a minimum coverage requirement. We allow coverage by different centers to
overlap allowing clients to choose from a number of centers. In the problem, we minimize distances
as in the basic k-center problem and require that every vertex in V is covered by one of the at most
k selected centers in U . Further, each center in U must cover at least q vertices in V, where q is a
non-negative integer, at most as large as |V |, which defines the minimum coverage for each center.

We call this a q-all-coverage k-center problem, with an objective function given by:

min
U⊆V,|U |≤k

max(max
v∈V

min
r∈U

d(v, r), max
r∈U

dq(V, r)),

where dq(V, r) is the distance to r from its qth closest vertex in V . Note that because r ∈ V , its
closest vertex is r itself.

Figure 1(a) shows an instance of a 3-all-coverage 2-center problem, where each of the two centers,
denoted by filled triangles, cover three vertices (including itself) within a distance l1.
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Fig. 1. Instances of k-center and k-supplier problems

Further, two variations to this problem will be studied. The first is a q-coverage k-center problem,
for which only vertices in V − U are counted in the coverage of every center in U . Its objective
function is:

min
U⊆V,|U |≤k

max( max
v∈V −U

min
r∈U

d(v, r), max
r∈U

dq(V − U, r)),

where dq(V −U, r) is the distance of r from its qth closest vertex in V −U . For example, in Figure 1(a),
the two centers only satisfy the 2-coverage 2-center problem since the centers themselves are not
counted in their own coverage.

The second is a q-coverage k-supplier problem for which V is partitioned into two disjoint
subsets: S, a supplier set, and D, a demand set. The problem is then to find a subset U of at most
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k centers in S to minimize distances where not only is every demand point in D covered by a center
in U , but every center in U must cover at least q demands in D. Here, the objective function is:

min
U⊆S,|U |≤k

max(max
v∈D

min
r∈U

d(v, r), max
r∈U

dq(D, r)),

where that dq(D, r) is the distance of r from its qth closest demands in D.
Figure 1(b) gives an instance of the 2-coverage 2-supplier problem. Among three suppliers de-

noted by rectangles, the two filled ones are selected to be centers, each of which covers two demand
points, distinguished by triangles, within a distance l2.

Additionally, these three problems can be generalized by the inclusion of vertex costs and vertex
weights, as has been done for the basic k-center problem. To include costs, we define a cost c(v)
for each vertex v in V where we now require

∑

r∈U c(r) ≤ k. This cost generalization is useful, for
example, in the case of building centers where the cost for centers can vary and when there is a
limited budget as is the case in practice.

To extend the problems by including weights, we take w(v) be the weight of each vertex v in
V so that the weighted distance to vertex v from vertex u in V is w(u, v) = d(u, v) · w(v). For any
vertex v ∈ V and X ⊆ V , we let wq(X, v) to be the qth closest weighted distance of v from the
vertices in X. With this, the three variants can be generalized to weighted models by replacing
distances d and dq in the objective functions with the weighted distances w and wq, respectively.
Weighted distances can be useful, for example, when 1/w(v) is modelled to be the response speed
of the center at vertex v, which then makes w(u, v) = d(u, v).w(v) its response time.

Finally, by considering both vertex costs and vertex weights, we study the most general exten-
sions for the three new problems.

Throughout this paper, OPT denotes the optimal value of the objective function. We assume
that the complete graph G = (V, E) is directed, where V = {v1, ..., vn} and E = V ×V = {e1, ..., em}
where m = n2 where each vertex v ∈ V has a self-loop (v, v) ∈ E with distance d(v, v) = 0. For
each edge ei ∈ E, let d(ei) and w(ei) denote its distance and its weighted distance, respectively. A
vertex v is said to dominate a vertex u, if and only if v is equivalent to u (v = u) or v is adjacent to
u and we denote the number of vertices dominated by v in G by deg+(v). For each vertex v in the
undirected graph H, deg(v) is its degree, i.e. the number of adjacent edges including the possible
self-loop (v, v), and for any undirected graph H, I(H) denotes its maximal independent set [4], in
which no two different vertices share an edge and no vertex outside I(H) can be included while
preserving its independence.

We present approximation algorithms for the three problems considered in this paper and their
generalizations. Our methods extend from the threshold technique used for the basic k-center prob-
lem [6], and are designed to address the new minimum coverage constraints included.

The paper is organized as follows. In the next section, we summarize the main results of this
work and, in subsequent sections, we provide approximation hardness and the approximation algo-
rithms for the three problems: the q-all-coverage k-center problem, the q-coverage k-center problem,
and the q-coverage k-supplier problem. For each problem considered, approximation algorithms are
provided for the basic case and for its weight, cost, and weight plus cost generalizations. In section 6,
we provide a conclusion.
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2 Main Results

Our main results are summarized in Table 1. In the table, † indicates the best possible approximation
factors have been achieved, which are shown to be 2, 2 and 3 for the three problems, respectively,
unless P = NP. These optimal results include the basic cases of all the three problems considered,
and the weight and the cost generalizations of the q-coverage k-supplier problem. Moreover, for
the weight and the cost generalizations of the other two problems, approximation algorithms are
provided with constant factors, all of which are close to their best possible approximation factor
of 2. Especially, for the cost generalization of the q-all-coverage k-center problem indicated by ‡
in Table 1, a 3-approximation algorithm is achieved which matches the best known approximation
factor for the cost generalization of the classical k-center problem [6].

Further to this, the approximation algorithms for the cost generalizations of the three problems
can be extended to solve their weight plus cost generalizations. Let β denote the ratio between
the maximum value and the minimum value of weights. Their approximation factors are consistent
with those of their cost generalizations, which hold when β = 1.

Table 1. Summary of Approximation Factors

Basic Weights Costs Weights + Costs

q-All-Coverage K-center 2† 3 3‡ 2β + 1
q-Coverage K-center 2† 4 4 3β + 1
q-Coverage K-supplier 3† 3† 3† 2β + 1

3 q-All-Coverage k-Center Problems

The following hardness result for the q-all-coverage k-center problem can be proved by extending
the reduction from the Domination Set problem [4] used for the classical k-center problem [7].

Theorem 1. Given any fixed non-negative integer q, there is no (2 − ε)-approximation algorithm

for the q-all-coverage k-center problem, unless NP = P.

Proof. See Appendix A.1. ut

The best possible approximation factor of 2 can be achieved by Algorithm 1. We first sort edges
in E by order of non-decreasing distances, i.e., d(e1) ≤ d(e2) ≤ ... ≤ d(em). Let Gi = (V, Ei) where
Ei = {e1, ..., ei} for 1 ≤ i ≤ m. Thus, if Gi has a set U of at most k vertices that dominate all
vertices in Gi, and each vertex of U dominates at least q vertices (including itself) in Gi, then U
provides at most k centers to the problem with at most d(ei) distance. Let i∗ denote the smallest
such index. So d(e∗i ) = OPT is the optimal distance.

To find a lower bound for OPT , construct an undirected graph Hi. Hi contains an edge (u, v)
where u, v ∈ V might be equal if an only if there exists a vertex r ∈ V with deg+(r) ≥ q and both
(u, r) and (v, r) are in Gi. It is clear that the self loop (v, v) remains in Hi for each v ∈ V , and that
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if (v, u) ∈ Gi then (v, u) ∈ Hi since (v, v) and (u, v) are in Gi. As any two vertices dominated by
the same vertex in Qi of Gi are adjacent in Hi, Hi∗ satisfies the following:

1. for each vertex v ∈ V , deg(v) ≥ q in Hi∗ , including its self-loop;
2. the size of its maximal independent set |I(Hi∗)| ≤ k.

Accordingly, suppose that the threshold j is the minimum index i leading Hi to satisfy the
above two conditions, then we have j ≤ i∗, which gives d(ej) ≤ OPT .

Finally, selecting vertices in the maximal independent set Hj , we have |I(Hj)| ≤ k. So, centers
in I(Hj) dominate all vertices of V in Hj , and each v ∈ I(Hj) dominates at least deg(v) ≥ q vertices
(including itself) of V in Hj . By the triangle inequalities, we know d(u, v) ≤ 2d(ej) ≤ 2 · OPT ,
for every (u, v) in Hj . So the set U gives at most k centers with at most 2 · OPT distance, which
establishes the following theorem for the approximation factor of Algorithm 1.

Algorithm 1 (Basic q-All-Coverage k-Center)

1: Sort edges so that d(e1) ≤ d(e2) ≤ ... ≤ d(em), and construct H1, H2, ..., Hm;
2: Compute a maximal independent set, I(Hi), in each graph Hi, where 1 ≤ i ≤ m;
3: Find threshold j, denoting the smallest index i, such that |I(Hi)| ≤ k, and for each v ∈ V ,

ideg(v) ≥ q in Hi;
4: Return I(Hj).

Theorem 2. Algorithm 1 gives an approximation factor of 2 for the q-all-coverage k-center prob-

lem.

3.1 Any q with weights

From Algorithm 1, we have a 3-approximation Algorithm 2 for the weighted case of the q-all-
coverage k-center problem. Firstly, sort edges by nondecreasing weighed distances, i.e., w(e1) ≤
w(e2) ≤ ... ≤ w(em) and let Gi = (V, Ei) where Ei = {e1, ..., ei}. The graph Hi for Gi contains
an edge (u, v) where u, v ∈ V might be equal if an only if there exists a vertex r which has both
(u, r) and (v, r) in Gi, which implies w(u, r) ≤ w(ei) and w(v, r) ≤ w(ei). To bound the optimum
weighted distance (OPT ), find the minimum index i and threshold j so that the degree of each
vertex in Hi is at least q and the size of its maximal independent set is |I(Hi)| ≤ k. This ensures
w(ej) ≤ OPT . Finally, consider each vertex v ∈ V . Among all u ∈ V with w(v, u) ≤ w(ei), let gi(v)
denote the vertex having the smallest weight, i.e., the least weighted neighbor of v in Gi. Shifting
every v ∈ I(Hj) to gj(v), we obtain the set U which guarantees an approximation factor of 3 given
by the following theorem.

Theorem 3. Algorithm 2 gives an approximation factor of 3 for the weighed q-all-coverage k-center

problem.

Proof. Firstly, by |I(Hj)| ≤ k and U = {gj(v)|v ∈ I(Hj)}, we have |U | ≤ k. Next, as shown
in Figure 2, for any vertex u ∈ V , there must exist v in I(Hj) with (u, v) in Hj , which gives
a vertex r ∈ V with both (u, r) and (v, r) in Gj . Hence, w(u, r) ≤ w(ej) and w(v, r) ≤ w(ej).
Since w(gj(v)) ≤ w(r) and w(v, gj(v)) ≤ w(ej), u is covered by gj(v) ∈ U within w(u, gj(v)) ≤
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Algorithm 2 (Weighed q-All-Coverage k-Center)

1: Sort edges so that w(e1) ≤ w(e2) ≤ ... ≤ w(em), and construct H1, H2, ..., Hm;
2: Compute a maximal independent set, I(Hi), in each graph Hi, where 1 ≤ i ≤ m;
3: Find threshold j, and denote the smallest index i, such that |I(Hi)| ≤ k, and for each v ∈ V ,

deg(v) ≥ q in Hi;
4: Shift vertices in I(Hj) to their least weighted neighbors in Gj , giving U = {gj(v)|v ∈ I(Hj)};
5: Return U ;

(d(u, r)+d(v, r)+d(v, gj(v)))w(gj(v)) ≤ 3w(ej). Furthermore, the degree of any vertex v ∈ I(Hj) is
at least q, which implies at least q vertices like u, equivalent or adjacent to v in Hj , can be covered
by gj(v) ∈ U within 3w(ej). Since w(ej) ≤ OPT , the approximation factor is 3 for Algorithm 2. ut

v in I(Hj) ugj(v)

r

Fig. 2. Diagram for the proof of Theorem 3

3.2 Any q with weights and costs

We now give a (2β + 1)-approximation Algorithm 3 for the most general case where vertices have
both weights and costs. If only cost is considered, a 3-approximation can be achieved where β = 1.

Algorithm 3 is similar to Algorithm 2 except that a new set Ui is constructed by shifting each
v ∈ I(Hi) to si(v), where si(v) is the vertex who has the lowest cost among all u ∈ V with w(v, u) ≤
w(ei). Hence si(v) is called the cheapest neighbor of v in Gi and we take Ui = {si(v)|v ∈ I(Hi)}
and c(Ui) to denote the total costs of vertices in Ui. Because no two vertices in I(Hi) are dominated
by a common vertex in Gi, the index i∗ with w(ei∗) = OPT leads Hi∗ to satisfy the following:

1. for each vertex v ∈ V , deg(v) ≥ q in Hi∗ , including its self-loop;
2. c(Ui∗) ≤ k.

Finding the threshold j to be the minimum index i which causes Hi to satisfy the above two
conditions, we have j ≤ i∗ and w(ej) ≤ OPT . Furthermore, we will prove that the Uj provides at
most k cost centers ensuring an approximation factor of (2β + 1) in the following.

Theorem 4. Algorithm 3 gives an approximation factor of (2β +1) for the weighed and cost q-all-
coverage k-center problem.

Proof. Because c(Uj) ≤ k and w(ej) ≤ OPT have been shown, we need only show that the objective
function distance given by Uj is at most (2β + 1)w(ej). On one hand, for any vertex u ∈ V , there
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exists a vertex v ∈ I(Hj) adjacent to u in Hj . This implies there is a vertex r ∈ V with both
w(u, r) ≤ w(ej) and w(v, r) ≤ w(ej). Since w(r) ≤ βw(sj(v)) and w(v, sj(v)) ≤ w(ej), we know
that v is covered by sj(v) ∈ Uj within w(u, sj(v)) ≤ (d(u, r) + d(v, r) + d(v, sj(v)))w(sj(u)) ≤
(2β + 1)w(ej). On the other hand, because the degree of any vertex u ∈ I(Hj) is at least q, there
are at least q vertices like u, equivalent or adjacent to v in Hj , covered by sj(v) ∈ Uj within at
most (2β + 1)w(ej) weighed distance. Since w(ej) ≤ OPT , the approximation factor is (2β + 1) for
Algorithm 3. ut

Algorithm 3 (Weighed and Cost q-All-Coverage k-Center)

1: Sort edges so that w(e1) ≤ w(e2) ≤ ... ≤ w(em), and construct H1, H2, ..., Hm;
2: Compute a maximal independent set, I(Hi), in each graph Hi, where 1 ≤ i ≤ m;
3: Let Ui = {si(v)|v ∈ I(Hi)}, where si(v) is the cheapest neighbor of v in Gi;
4: Find threshold j, denoting the smallest index i, such that c(Ui) ≤ k, and for each vertex v ∈ V ,

deg(v) ≥ q in Hi;
5: Return Uj ;

4 q-Coverage k-Center Problems

Compared with the q-all-coverage k-center problem, the q-coverage k-center problem has an addi-
tional stipulation: for each selected center v, the at least q vertices covered by v should be outside
the set of selected centers.

To determine its hardness, we provide the following theorem, which can be shown by a modified
reduction used for Theorem 1.

Theorem 5. Given any fixed non-negative integer q, there is no (2 − ε)-approximation algorithm

for the q-coverage k-center problem, unless NP = P.

Proof. See Appendix A.2. ut

The best possible approximation factor of 2 can be achieved for the q-coverage k-center problem
by Algorithm 4 which is similar to Algorithm 1. The only difference is that the threshold j, found
here, must cause the degree deg(v) to be at least q + 1 in Hj instead of q for each vertex v ∈ V ,
since self-loops might exist but each center should be adjacent to q vertices other than itself. The
approximation factor of 2 is proved by the following theorem.

Algorithm 4 (Basic q-Coverage k-Center)

1: Sort edges so that d(e1) ≤ d(e2) ≤ ... ≤ d(em), and construct H1, H2, ..., Hm;
2: Compute a maximal independent set, I(Hi), in each graph Hi, where 1 ≤ i ≤ m;
3: Find threshold j and denote the smallest index i, such that |I(Hi)| ≤ k, and that for each

v ∈ V , deg(v) ≥ q + 1 in Hi;
4: Return I(Hj).
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Theorem 6. Algorithm 4 gives an approximation factor of 2 for the q-coverage k-center problem.

Proof. By the same analysis for Theorem 2, we know that d(ej) ≤ OPT , and that I(Hj) provides
at most k centers which cover all the vertices within at most 2d(ej). Since each vertex v ∈ I(Hj) is
adjacent to at least q vertices other than itself in Hj , to prove its q-coverage within 2d(ej) we need
only show that no two vertices in I(Hj) are adjacent to each other in Hj . This is obvious, since
I(Hj) is an independent set of Hj . Since 2d(ej) ≤ 2 · OPT , the approximation factor is 2. ut

4.1 Any q with weights

The weighed case of the q-coverage k-center problem can be solved by Algorithm 5, which is more
intricate than previous algorithms and can be described as follows.

First, after sorting the m edges, an undirected graph Pi, instead of Hi, is constructed from Gi

for 1 ≤ i ≤ m. The construction is as follows. Let Qi be the subset of v ∈ V with deg+(v) ≥ q + 1.
For any u, v ∈ V where u and v might be equal, an edge (u, v) is in Pi if and only if there exits
r ∈ Qi so that both (u, r) and (v, r) are in Gi. Consider the index i∗ where w(ei∗) = OPT . Because
each selected center must dominate at least q vertices other than itself, and no two vertices in I(Pi∗)
are dominated by the same vertex in Gi∗ , we observe that:

1. each vertex of V is dominated by at least one vertex in Qi∗ ;

2. the size of I(Pi∗) must be at least as large as k, i.e. |I(Pi∗)| ≤ k.

Accordingly, define the threshold j to be the smallest index i, such that Qi dominates all vertices
of V , and |I(Pi)| ≤ k. The two observations above imply w(ej) ≤ OPT .

Second, shift vertices in I(Pj) as follows. For each vertex v ∈ I(Hj), let p(v) denote the smallest
weighted vertex, among all u ∈ Qj with an edge (v, u) in Gj . This gives U ′ = {p(v)|v ∈ I(Pj)}.

Now, consider an undirected graph, H ′ = (U ′, E′), where, for any two vertices u and v in I(Pj),
an edge (p(u), p(v)) ∈ E′ if and only if either (p(v), p(u)) or (p(u), p(v)) is in Gj . Its maximal
independent set, denoted by I(H ′), can be obtained greedily by Algorithm 6. It is easily seen that
for any vertex u ∈ U ′ − I(H ′), there exists a vertex v ∈ I(H ′) with (u, v) ∈ E′ and w(v) ≤ w(u),
where v could be the vertex that marks u in Algorithm 6.

Now, we prove that I(H ′) provides at most k centers ensuring an 4-approximation factor to
establish the following theorem.

Theorem 7. Algorithm 5 gives an approximation factor of 4 for the weighed q-coverage k-center

problem.

Proof. Noting w(ej) ≤ OPT and |I(H ′)| ≤ |U ′| ≤ |I(Pj)| ≤ k, we need only prove the following
two facts:

1. each p(v) ∈ I(H ′) covers at least q vertices u ∈ V − I(H ′) within w(u, p(v)) ≤ 4w(ej), where
v ∈ I(Pj);

2. each u ∈ V − I(H ′) is covered by a certain vertex p(v) ∈ I(H ′) within w(u, p(v)) ≤ 4w(ej),
where v ∈ I(Pj).

On one hand, consider each p(v) ∈ I(H ′), where v ∈ I(Pj). Because I(H ′) ⊆ U ′ ⊆ Qj , we
know p(v) ∈ Qj , and so, there exist at least q vertices, other than p(v), which are dominated by
p(v) in Gj . Moreover, each vertex u of these q vertices is not in I(H ′), because otherwise, the edge
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Algorithm 5 (Weighed q-Coverage k-Center)

1: Sort edges so that w(e1) ≤ w(e2) ≤ ... ≤ w(em);
2: For each 1 ≤ i ≤ m, let Qi = {v|deg+(v) ≥ q + 1};
3: Construct graphs, P1, P2, ..., Pm;
4: Compute a maximal independent set, I(Pi) for each graph Pi where 1 ≤ i ≤ m;
5: Find the threshold j, denote the smallest index i, such that Qi dominates all vertices of V in

Gi, and |I(Pi)| ≤ k;
6: For each vertex v ∈ I(Pj), let p(v) denote the lowest weighed vertex among all vertices u ∈ Qj

with an edge (v, u) in Gj ;
7: Shift vertices in I(Pj) by U ′ = {p(v)|v ∈ I(Pj)};
8: Construct H ′ = (U ′, E′) from Gj , where for any two vertices u and v in I(Pj), an edge

(p(u), p(v)) ∈ E′ if and only if either (p(v), p(u)) or (p(u), p(v)) is in Gj ;
9: Call Algorithm 6 to obtain I(H ′), a maximal independent set of H ′, insuring that for any vertex

u ∈ U ′ − I(H ′), there exists a vertex v ∈ I(H ′) with (u, v) ∈ E′ and w(v) ≤ w(u);
10: Return I(H ′).

Algorithm 6 (Maximal Independent Set of H ′ = (U ′, E′) with Weights w)

1: U ← ∅;
2: while U ′ 6= ∅ do

3: Choose the vertex v, which has the smallest weight w(u) among all u ∈ U ′;
4: U ← U + {v} and U ′ ← U ′ − {v};
5: Mark all the vertices u ∈ U ′ adjacent to v, i.e (u, v) ∈ E′, by U ′ ← U ′ − {u};
6: end while

7: Return U as the maximal independent set of H ′.

(u, p(v)) in Gj implies an edge (u, p(v)) in H ′, contradicting to the independence of I(H ′). Note
that w(u, p(v)) ≤ w(ej) ≤ 4w(ej). The fact 1 is proved.

On the other hand, consider each vertex u ∈ V − I(H ′). As shown in Figure 3, because I(Pj)
is a maximal independent set of Pj , there exists a vertex t1 ∈ I(Pj) with an edge (u, t1) in Pj .
(Note that if u is in I(Pj), a self loop (u, u) must be in Pj because all vertices of V are dominated
by Qj). Thus, we know that p(t1) is in H ′. Since I(H ′) is a maximal independent set of H ′, there
exists a vertex p(t2) ∈ I(H ′) for t2 ∈ I(Pj), with w(p(t2)) ≤ w(p(t1)) and an edge (p(t1), p(t2))
in H ′. So w(p(t1), p(t2)) ≤ w(p(t2), p(t1)), implying (p(t1), p(t2)) is in Gj . Because (u, t1) is in Pj ,
there exits a vertex a ∈ Qj dominating both u and t1 in Gj , leading w(p(t1)) ≤ w(a). Noting
that weighed distances of (u, a), (t1, a), (t1, p(t1)), and (p(t1), p(t2)) are all at most w(ej), we have
w(u, p(t2)) ≤ (d(u, a) + d(t1, a) + d(t1, p(t1)) + d(p(t1), p(t2)))w(p(t2)) ≤ 4w(ej). This proves the
fact 2 and completes the proof. ut

4.2 Any q with weights and costs

As shown in Algorithm 7, the basic idea employed to solve the q-coverage k-center problem with
weights and costs is to combine and modify Algorithm 3 and Algorithm 4. For the problem here,
we construct H1, ..., Hm first and sort edges e1, ..., em by their nondecreasing weighted distances.

However, to find the threshold j we need a new approach. For 1 ≤ i ≤ m, an undirected graph
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t1 in I(Pj) up(t1) in H'

a in Qj
p(t2) in I(H')

Fig. 3. Diagram of the proof for Theorem 7

H ′
i is generated in the following manner: For any two vertices u, v ∈ V , the edge (u, v) is in H ′

i, if
and only if there exists a vertex r ∈ V , such that either (u, r) is in Gi and (v, r) is in Hi, or (v, r) is
in Gi and (u, r) is in Hi. We then compute I(H ′

i), a maximal independent set of H ′
i, and shift each

vertex v ∈ I(H ′
i) to its lowest cost neighbor si(v) in Gi; this forms the set U ′

i = {si(v)|v ∈ I(H ′
i)}.

Now, we find the threshold j, which is the minimal index i, giving deg(v) ≥ q +1 in Hi for each
vertex v ∈ V and c(U ′

i) ≤ k, where c(U ′
i) denotes the total cost of vertices in U ′

i . Observing that
H ′

i is a subgraph of Hi, we know I(H ′
i) is also an independent set of Hi. By similar arguments for

Algorithm 3 and Algorithm 4, we derive w(ej) ≤ OPT .
To obtain the approximation factor, we prove that U ′

j gives at most k cost centers within at
most (3β + 1) · OPT weighed distance as follows.

Algorithm 7 (Weighed and Cost q-Coverage k-Center)

1: Sort edges so that w(e1) ≤ w(e2) ≤ ... ≤ w(em), and construct H1, H2, ..., Hm;
2: Construct H ′

1, H
′
2, ..., H

′
m;

3: Compute a maximal independent set, I(H ′
i), in each graph H ′

i, where 1 ≤ i ≤ m;
4: Let U ′

i = {si(v)|v ∈ I(H ′
i)}, where si(v) is the cheapest neighbor of v in Gi;

5: Find j, denoting the smallest index i, such that c(U ′
i) ≤ k, and that for each vertex v ∈ V ,

deg(v) ≥ q + 1 in Hi;
6: Return U ′

j ;

Theorem 8. Algorithm 7 gives an approximation factor of 3β + 1 for the weighed and cost q-
coverage k-center problem.

Proof. We have obtained w(ej) ≤ OPT and c(U ′
j) ≤ k. To show q-coverage for each sj(v) ∈ U ′

j

where v ∈ I(H ′
j), we estimate the weighed distance, w(u, sj(v)), for any vertex u equivalent or

adjacent to v in Hj but other than sj(v). As shown in Figure 4, since there exists a vertex r with
w(u, r) ≤ w(ej) and w(v, r) ≤ w(ej), noting w(v, sj(v)) ≤ w(ej), we can obtain w(u, sj(v)) ≤
(d(u, r) + d(v, r) + d(v, sj(v)))w(sj(v)) ≤ (2β + 1)w(ej) ≤ (3β + 1) · OPT .

Moreover, the vertex u can not be in U ′
j , because otherwise assuming u = sj(v

′) where v′

is in I(H ′
j) but other than v. Since (v′, u) ∈ Gj and (v, u) ∈ Hj , we have (v′, v) ∈ H ′

j , leading
contradiction to the independence of I(H ′

j).
Therefore, since deg(v) ≥ q + 1 in Hj , we have that V − U ′

j contains at least q such vertices as

10



v in I(H'j) usj(v) in U'j

r

Fig. 4. Diagram for the proof of Theorem 8: the center sj(v) ∈ U ′
j can cover any vertex u adjacent

to v ∈ I(H ′
j) within (3β + 1)w(ej) weighted distance.

u, equivalent or adjacent to v in Hj , to be covered by sj(v) within (3β +1) ·OPT weighed distance.

Now we prove that any vertex u ∈ V −U ′
j is covered by a certain vertex in U ′

j within (3β+1)·OPT
weighed distance. Because I(H ′

j) is a maximal independent set of H ′
j , there exists a vertex v ∈ I(H ′

j)
with (u, v) ∈ H ′

j . This implies a vertex r ∈ V , having either (u, r) ∈ Gj and (v, r) ∈ Hj , or
(v, r) ∈ Gj and (u, r) ∈ Hj . These two possible cases can both be proved to satisfy w(u, sj(v)) ≤
(3β + 1) · OPT as follows.

v in I(H'j) usj(v) in U'j

rt

(a) when there exists a vertex r having
(u, r) ∈ Gj and (v, r) ∈ Hj

v in I(H'j) usj(v) in U'j

r t

(b) when there exists a vertex r having
(v, r) ∈ Gj and (u, r) ∈ Hj

Fig. 5. Diagram for the proof of Theorem 8: two cases if the edge (u, v) is in H ′
j

For the first case, if (u, r) ∈ Gj and (v, r) ∈ Hj as shown in Figure 5(a), then w(u, r) ≤ w(ej),
and there exists a vertex t with w(v, t) ≤ w(ej) and (r, t) ≤ w(ej). Noting w(v, sj(v)) ≤ w(ej),
we can estimate the weighed distance w(u, sj(v)) by w(u, sj(v)) ≤ (d(u, r) + d(r, t) + d(v, t) +
d(v, sj(v)))w(sj(v)) ≤ (3β + 1)w(ej) ≤ (3β + 1) · OPT .

For the second case, if (v, r) ∈ Gj and (u, r) ∈ Hj as shown in Figure 5(a), then w(v, r) ≤ w(ej),
and there exists a vertex t with w(u, t) ≤ w(ej) and w(r, t) ≤ w(ej). Noting w(v, sj(v)) ≤ w(ej),
we can also estimate the weighed distance w(u, sj(v)) by w(u, sj(v)) ≤ (d(u, t) + d(r, t) + d(v, r) +
d(v, sj(v)))w(sj(v)) ≤ (3β + 1)w(ej) ≤ (3β + 1) · OPT .

Noting that v ∈ I(H ′
j) implies sj(v) ∈ U ′

j , we obtain that U ′
j gives at most k cost centers with

at most (3β + 1) · OPT weighed distance. ut
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In addition, for the q-coverage k-center problem with cost only, Algorithm 7 has an approxima-
tion factor of 4 when β = 1.

5 q-Coverage k-Supplier Problems

The q-coverage k-supplier problem partitions the vertex set V into the supplier set S and the
demand set D that are disjoint. Hence, at most k centers need be selected from S, to minimize the
distance within which all the vertices in set D are covered by centers each of which must cover at
least q suppliers in D. In order to determine its hardness, we present the following theorem which
can be proved by a reduction of Minimum Cover problem [4].

Theorem 9. Given any fixed non-negative integer q, there is no (3 − ε)-approximation algorithm

for the q-coverage k-center problem, unless NP = P.

Proof. See Appendix A.3. ut

The best possible approximation factor of 3 can be achieved for the q-coverage k-supplier prob-
lem, even for its weighed extension and its cost extension. In the rest of this section, we provide
a 3-approximation algorithm for the weighed case first which is applicable for the basic case by
specifying w(u) = 1 for each supplier u ∈ S. Then, we design a (2β + 1)-approximation algorithm
for the weighed and cost case, which ensures a factor of 3 for the cost only case when β = 1.

5.1 Any q with weights

The approximation approach is formulated in Algorithm 8. As before, edges are sorted non-
decreasingly, i.e., w(e1) ≤ w(e2) ≤ ... ≤ w(em). We have subgraphs G1, G2, ..., Gm, where
Gi = (V, Ei), V = S ∪ D and Ei = {e1, ..., ei}. To obtain the threshold index, a new graph Li

is constructed on the demand set D for each Gi as follows. For each two demands u, v ∈ D where
u may equal to v, an edge (u, v) is in Li if an only if there exists a supplier r ∈ S with both
(u, r) and (v, r) in Gi. Hence, self-loops of all the vertices in V are still in Li. Let I(Li) denote a
maximal independent set of Li. We find j to be the threshold index, which is the smallest index i,
with deg(v) ≥ q in Li for v ∈ D, and |I(Li)| ≤ k. Since i∗, the edge index of the optimal solution
satisfies the above two conditions, and no two demands in I(Li) have edges from the same supplier
in Gi for 1 ≤ i ≤ m, we have j ≤ i∗ leading to w(ej) ≤ OPT .

We shift each demand v ∈ I(Lj) to its cheapest supplier gj(v) with the lowest weight among
suppliers having an edge from v in Gj . This forms the center set U = {gj(v)|v ∈ I(Lj)}, which
provides at most k centers with at most a 3 · OPT weighed distance. To see this, we prove the
following theorem.

Theorem 10. Algorithm 8 has an approximation factor of 3 for the weighed q-coverage k-center

problem.

Proof. Note |U | ≤ |I(Lj)| ≤ k and w(ej) ≤ OPT . To obtain the approximation factor of 3, we need
only show the following two facts:

1. each demand u ∈ D is covered by a vertex in U within at most 3w(ej);

2. each supplier gj(v) ∈ U , where v ∈ I(Lj), covers at least q demands in D within at most 3w(ej).

12



Algorithm 8 (Weighed q-Coverage k-Supplier)

1: Sort edges so that w(e1) ≤ w(e2) ≤ ... ≤ w(em), and construct L1, L2, ..., Lm;
2: Compute a maximal independent set, I(Li), in each graph Li, where 1 ≤ i ≤ m;
3: Find j, denoting the smallest index i, such that |I(Li)| ≤ k, and that for each vertex v ∈ D,

its degree deg(v) ≥ q in Li;
4: For each demand v ∈ I(Lj), let gj(v) denote the lowest weighted supplier among all suppliers

u ∈ S with an edge (v, u) ∈ Gj ;
5: Let U = {gj(v)|v ∈ I(Lj)};
6: Return U .

uv in I(Lj)

rgj(v) in U

Fig. 6. Diagram for the proof of Theorem 10

To show fact 1, consider each demand u ∈ D. As shown in Figure 6, since I(Lj) is a maximal
independent set of Lj , there exists a vertex v ∈ I(Lj) which has an edge (u, v) in Lj . This implies
there is a supplier r ∈ S with (u, r) and (v, r) in Gj . So both w(u, r) and w(v, r) are not more than
w(ej). Noting w(gj(v)) ≤ w(r) and w(v, gj(v)) ≤ w(ej), we can estimate the weighed distance from
u to gj(v) ∈ U by w(u, gj(v)) ≤ (d(u, r) + d(v, r) + d(v, gj(v)))w(gj(v)) ≤ 3w(ej).

The fact 2 is verified since for each supplier gj(v) ∈ U where v ∈ I(Lj), the degree of v is at
least q in Lj . Hence, at least q demands, equivalent or adjacent to v, are covered by gj(v) within
3w(ej) by the same reasons for fact 1. By w(ej) ≤ OPT , the approximation factor is 3. ut

5.2 Any q with weights and costs

Algorithm 9 presents a (2β + 1)-approximation algorithm for the q-coverage k-supplier problem
with weights and costs. When β = 1, it ensures an approximation factor of 3 for the cost only case.

Compared with Algorithm 8, Algorithm 9 is changed as follows. After finding I(Li) for 1 ≤ i ≤
m, we shift each demand v ∈ I(Li) to its cheapest supplier si(v) with the lowest cost among all the
suppliers having an edge from v in Gi. This forms Ui = {si(v)|v ∈ I(Li)}. The threshold index j is
the smallest index i, giving deg(v) ≥ q in Li for v ∈ D and the total cost of vertices in Ui, c(Ui), is
at most k. Since no two demands in I(Li) have edges from the same supplier in Gi for 1 ≤ i ≤ m,
we have w(ej) ≤ OPT .

Now, we prove that Uj have at most k cost centers within at most (2β + 1) · OPT weighed
distance to establish the following theorem.

Theorem 11. Algorithm 9 gives an approximation factor of (2β + 1) for the weighed and cost

q-coverage k-center problem.
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Algorithm 9 (Weighed q-Coverage k-Supplier)

1: Sort edges so that w(e1) ≤ w(e2) ≤ ... ≤ w(em), and construct L1, L2, ..., Lm;
2: Compute a maximal independent set, I(Li), in each graph Li, where 1 ≤ i ≤ m;
3: For each demand v ∈ I(Li), let si(v) denote the cheapest cost supplier among all vertices u ∈ S

with edge (v, u) ∈ Gi;
4: Let Ui = {si(v)|v ∈ I(Li)} for 1 ≤ i ≤ m;
5: Find j, denoting the smallest index i, such that c(Ui) ≤ k, and that for each vertex v ∈ D,

deg(v) ≥ q in Li;
6: Return Uj .

Proof. By similar arguments in Theorem 10, the following two facts can be derived. On one hand,
for each demander u ∈ D, there exists a vertex v ∈ I(Lj) with (u, v) ∈ Lj . It is not hard to see that
the weighed distance from u to sj(v) ∈ Uj is at most (2β +1)w(ej). On the other hand, each center
sj(v) ∈ Uj , where v ∈ I(Lj) and deg(v) ≥ q, can cover at least q vertices, which are equivalent or
adjacent to v in Lj , within (2β + 1)w(ej) weighed distance. Recalling that the total cost of Uj is
at most k and that w(ej) ≤ OPT , we find that the approximation factor is 2β + 1. ut

6 Conclusion

We studied a new k-center problem which ensures minimum coverage of clients by centers. The
problem is motivated by the need to balance services provided by centers while allowing centers to
be utilized fully. We considered three variants of the problem. Besides in-approximation hardness,
we provided approximation algorithms for the basic cases and generalized cases. The approximation
factors found are close to or exactly at the best possible. Future work on this problem can include
the consideration of the center capacities.
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A Appendix of Some Proofs in Details

A.1 Proof of Theorem 1

Proof. Suppose there exists a (2 − ε)-approximation algorithm, denoted by Wq for a certain fixed
non-negative integer q. We will show that Wq can solve the Dominating Set [4], a well known
NP-complete problem, in polynomial time.

Dominating Set

INSTANCE: a graph G = (V, E) and a positive integer k ≤ |V |.
QUESTION: is there a dominating set of size k or less for G, i.e., a subset U ⊆ V with |U | ≤ k

such that for all u ∈ V − U there is a v ∈ U for which (u, v) ∈ E?

Given any instance of Dominating Set, consider the following instance of the q-all-coverage
k-center problem for the fixed integer q. For each vertex v ∈ V , let Γq(v) = {γ1(v), γ2(v), ..., γq(v)}
and V ′ =

⋃

v∈V Γq(v). Construct a complete undirect graph G′ = (V ′, E′). As shown in Figure 7,
the distance on each edge (u′, v′) ∈ E′ is given as follows. If u′ is equivalent to v′, then d(u′, v′) = 0,
otherwise,

d(u′, v′) =







1 if both u′, v′ ∈ Γq(v) for a certain v ∈ V ,
1 if u′ ∈ Γq(u), v ∈ Γq(v) for (u, v) ∈ E,
2 otherwise.

It is easy to verify that the distances satisfy the triangle inequality. We now prove that the algorithm
Wq can decide whether G has a dominating set with at most k vertices of V .

On one hand, if G has a dominating set U with at most k vertices of V , let U ′ = {γ1(v)|v ∈ U},
which contains at most k centers to cover all vertices in G′ with distance 1. Noting that distance
among any two vertices in Γq(v) is 1 for v ∈ V , we can see that centers in U ′ satisfy the q-all-
coverage as well. So the optimal distance is 1, and the (2 − ε)-approximation algorithm Wq must
return a solution with distance 1.

On the other hand, if Wq outputs a solution with distance 1, let U ′ denote the set of at most k
centers. We construct the set U = {v|u ∈ Γq(v), u ∈ U ′, v ∈ V }, which can be easily verified to be
a dominant set, with at most k vertices, of G.

Hence, Algorithm Wq can solve the NP-complete Dominating Set, by checking whether or not
its output is one, leading contradiction. ut

A.2 Proof of Theorem 5

Proof. It can be proved by almost the same arguments for Theorem 1, except that we split each
vertex v ∈ V to (q + 1) vertices in V ′ here, instead of to q ones before. In other words, we let
Γq(v) = {γ1(v), γ2(v), ..., γq(v), γq+1(v)} to insure the q-coverage, when reducing the q-coverage k-
center problem from the the Dominating Set. ut

A.3 Proof of Theorem 9

Proof. Suppose there exists such an (3− ε)-approximation algorithm, denoted by Wq for a certain
fixed non-negative integer q. We will show that Wq can solve the Minimum Cover [4], a well known
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NP-complete problem, in polynomial time.

Minimum Cover

INSTANCE: a set X = {1, 2, ..., n}, a collection of subsets of X: P = {P1, P2, ..., Pm}, and a
positive integer k.

QUESTION: Does P contain a cover for X of size k or less, i.e., a subset P ′ ⊆ P with |P ′| ≤ k
such that every element of X belongs to at least one member of P ′?

Given any instance of Minimum Cover, consider the following instance of the q-coverage k-
supplier problem . Let S = {1, ..., m} be the supplier set. Define Γq = {n + 1, ..., n + q} to be a set
of q dummy demands. Let demander set C = X ∪ Γq. For the graph G = (V, E) where V = S ∪C,
we define its edge distance as follows. For any two vertices u and v in V , if u equals to v then
d(u, v) = 0, otherwise,

d(u, v) =















1 if v ∈ X, u ∈ S and v ∈ Pu,
3 if v ∈ X, u ∈ S and v /∈ Pu,
1 if v ∈ Γq,
2 otherwise.

It is easy to verify that the distance d satisfies the triangle inequality. Figure 8 gives an example
of this reduction. Now we are going to prove that algorithm Wq can decide whether X has a cover
with at most k subsets in P .

On one hand, if X has a cover P ′ with at most k subsets in P , then P ′ will give at most k
centers within 1 distance, because the dummy demands in Γq is 1 distance from each supplier in
S, which makes each center in P ′ to satisfy the q-coverage. So, applying the (3− ε)-approximation
algorithm Wq on G = (V, E) must provide a solution with 1 distance, since the distance between
any supplier and any demander is either 1 or 3.

On the other hand, if Wq outputs a solution with 1 distance, then let P ′ be the set of subsets
Pu, for at most k suppliers u selected as centers in the solution. Because any demander v ∈ X is
covered by a selected center u within d(u, v) = 1, we know v ∈ Pu. By Pu ∈ P ′, the set P ′ forms a
cover of X with at most k size.

So the algorithm Wq can solve the NP-complete Minimum Cover, by verifying whether or not
its output is one, leading contradiction. ut
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i(u) i(v)

G G'

Fig. 7. Reduction from Dominating Set the q-all-coverage k-center problem
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X

S
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Fig. 8. Reduction from Minimum Cover to the q-coverage k-supplier problem
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