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Abstract

Image tweets are becoming a prevalent form of social media, but little is known about their content – textual and visual – and the relationship between the two mediums. Our analysis of image tweets shows that while visual elements certainly play a large role in image-text relationships, other factors such as emotional elements, also factor into the relationship. We develop Visual-Emotional LDA (VELDA), a novel topic model to capture the image-text correlation from multiple perspectives (namely, visual and emotional).

Experiments on real-world image tweets in both English and Chinese and other user generated content, show that VELDA significantly outperforms existing methods on cross-modality image retrieval. Even in other domains where emotion does not factor in image choice directly, our VELDA model demonstrates good generalization ability, achieving higher fidelity modeling of such multimedia documents.

1 Introduction

Smartphones with cameras have morphed traditional text-only user generated content into multimedia. Image tweets – microblog posts which embed images – enable a viewer to see the world through someone else’s eyes. Their multimedia form attracts larger viewership and prolongs their half-life as compared to their poorer cousins – text only posts – in Sina Weibo (Zhao et al. 2012), the dominant microblog platform in China, and have been found to be 35% more retweetable than text-only tweets in Twitter1.

These posts are fast becoming the de facto standard on such microblog platforms. They constitute over 45% of overall traffic in Weibo (Chen et al. 2013) and have seen rapid adoption in Twitter. How about image-only tweets? While a picture may be worth a thousand words, image-only posts are still rare: over 99% of tweets with images are also accompanied by text (Chen et al. 2013).

A natural set of questions emerge that our work attempts to address. Why do people post image tweets? What is the nature of the relationship between the text and image? And, given the answers to these questions, can we design a model that explains how image tweets could be generated?

Through a corpus analysis, Chen et al. (2013) identified image and text in the microblog can be either visually or emotionally correlated. To validate this, we surveyed image tweets authors, and discovered images are used for visual purpose (i.e., both image and text mention the same physical object) as well as for enhancing the emotion of the post (see Figure 1 for both examples). However, current multi-modal models only capture a single factor in modeling image-text correspondence.

Our paper’s key contribution is to address this modeling gap by introducing Visual–Emotional LDA (VELDA), a novel topic model that captures image–text correlations through multiple evidence sources (namely, visual and emotional, yielding the method’s namesake). On experiments with both English (Twitter) and Chinese (Weibo) image tweets and other forms of user generated content, VELDA yields significantly improved modeling over the other existing methods on cross-modality image retrieval. Even in other domains where emotion does not factor in image choice directly, VELDA demonstrates good generalization ability, modeling these multimedia documents much better than existed methods. Finally, we apply VELDA in a real-world task of automated microblog illustration, selecting a relevant image from an image collection.

2 Related Work

The duality of image and text has been a recurring topic of study in the multimedia area. Uncovering and model-
ing the relationship between the two mediums has been a key area of study. One method is to map the multimodal data into a shared space such that the distance between two similar objects is minimized. Under this approach, Canonical Correlation Analysis (CCA) (Hotelling 1936) and its extensions are often utilized (Raswasia et al. 2010; Sharma et al. 2012). CCA finds a pair of linear transformations to maximize the correlations between two variables (i.e., image and text), jointly reducing the dimensionality of the two heterogeneous representations of the same data.

An alternative method employs probabilistic latent topic modeling to learn the joint distribution of the multi-modal data. These approaches are based on extensions of Latent Dirichlet Allocation (LDA) (Blei, Ng, and Jordan 2003), a generative model to discover underlying topics that generate the documents and the topic distribution within each document. The seminal work of Barnard et al. (2003) proposed multi-modal LDA that aimed to capture the association of two modalities at the topic level, assuming the two are generated from the same topic distribution. Later, Blei and Jordan (2003) proposed correspondence LDA (hereafter, Corr-LDA; Figure 2) to model text and image differently, where the image is assumed as the primary medium and generated first via standard LDA; then, conditioned on image’s topics, the text is generated. In this sense, Corr-LDA assumes the topics of the two modalities have a one-to-one correspondence. To relax such constraint, Putthividhy, Attias, and Nagarajan (2010) proposed a topic-regression multi-modal LDA to learn a regression from the topics in one modality to those in the other. In real-world scenarios, much of free text may only be loosely associated to an accompanying image, and in some datasets, some documents may lack images or text. To address these shortcomings, Jia, Salzmann, and Darrell (2011) proposed Multi-modal Document Random Field (MDRF) that connects the documents based on intra- or inter-modality topic similarity. The resultant learned topics are shared across connected documents, encoding the correlations between different modalities. In a separate line of work, multiple modal LLDAs have been generalized to non-parametric models (Yakhnenko and Honavar 2009; Virtanen et al. 2012; Liao, Zhu, and Qin 2014), which alleviates the need to choose the number of topics a priori.

Although the prior work is comprehensive, we have found that image tweets can exhibit and be explained from multiple perspectives. Current models assume that the relationship between an image and text can only be attributed to a single (e.g., visual) model. Our proposed method extends LDA to cater for this key characteristic in the generative process.

Figure 2: Correspondence LDA (Corr-LDA), where the N plate specifies visual words and the M plate specifies individual words in the text. Y, the topic assignments of textual words, are conditioned on Z, the topic assignments of N visual words.

3 Visual-Emotional LDA

To understand how image tweets are generated, we first turn to their authors. Prior work by Chen et al. (2013) identified three image-text correlations, namely, visually relevant, emotionally relevant and irrelevant (e.g., noisy image tweets). To test whether their findings are corroborated by actual users (their study was limited to corpus analysis), we recruited 109 Weibo users (62 females and 47 males) from the popular Chinese crowdsourcing site Zhubajie². Respondents were asked to fill out a questionnaire on their image posting behavior. In the question of “Why do you embed an image in a tweet?”, 66.6% of respondents post images primarily for enhancing their text’s emotion, while a much smaller 29.4% did so to provide a visually corresponding artifact as mentioned in the text. Our survey validates the hypothesis that emotional correlation is also a prominent image–text relation in microblog posts³.

To achieve high fidelity modeling of the image-text relationship in image tweets, we must account for multiple channels. We propose Visual-Emotional LDA (VELDA) as a generative model that incorporates the suggested emotional aspect in modeling image tweets. In the following, we first detail VELDA’s model formulation, and then describe its parameter estimation process.

3.1 Model Formulation

Figure 3 shows the graphical representation of VELDA. In VELDA, each image tweet has three modalities – the textual tweet, and the visual and the emotional view of the image. Similar to other topic modeling methods, we model the three modalities as discrete features, which are referred as textual words, visual words, and emotional words, respectively (the feature extraction process is detailed later in Section 4.2).

Following Corr-LDA, we correlate image and text in the latent topic level, such that the topic of each textual word corresponds to an image topic; the major difference is that in VELDA, we have two heterogeneous views of an image – visual and emotional. To decide which image view a textual word corresponds to, we introduce a switch variable r. When r = 0, the textual word is visually related to the image and thus sampling its topic y from the empirical image-visual topic distribution θ^V; likewise r = 1 indicates emotional relevance, sampling from the empirical image-emotional topic distribution θ^E. While we could also introduce r = 2 to capture attribution to both visual and emotional correlation, the resultant modeling complexity would be changed from linear (K + E) to quadratic (K × E). To keep the model simple, we did not do so.

Intuitively, the assignment of r should be term-sensitive — some textual words (e.g., a physical object) are more likely to correspond to visual objects within an image, while others tend to reflect the emotion and atmosphere of an image. As such, the switch variable r is personalized for

²http://www.zhubajie.com
³While the survey was limited to Chinese Weibo users, we believe this correlation also holds for other microblog sites and cultures.
each textual word and sampled from a relevance distribution \( \lambda \). The current value of \( \lambda \) is Dir(\( \eta \)).

2. For each image–visual topic \( k = 1, ..., K \), sample the topic distribution \( \phi^k \). Similarly for image–emotional topic \( e \) and textual topic \( r \).

3. For each image tweet \( d = 1, ..., D \), sample its image–visual topic distribution \( \phi^d \) and image–emotional topic distribution \( \theta^d \). For each visual word \( w^d_n \), sample the topic assignment \( z^d_n \). Sample the visual word \( w^d_n \) from \( \phi(z^d_n) \).

3.2 Parameter Estimation

In VELDA, we need to infer six sets of parameters: three topic-word distributions \( \phi^V \), \( \phi^E \), and \( \psi \) for image–visual, image–emotional, and textual, respectively), two document-topic distributions \( \theta^V \) and \( \theta^E \) for image–visual and image–emotional topics, respectively, and the relevance distribution of textual words \( \lambda \). As with LDA, exact inference of the parameters is intractable; so approximate inference is applied.

We adopt Gibbs sampling to estimate the model parameters, due to its simplicity in deriving update rules and effectiveness in dealing with high-dimensional data. The basic idea of Gibbs sampling is that sequentially sample all variables from the targeted distribution when conditioned on the current values of all other variables and the data. For example, to estimate the image–visual topic distribution \( \theta^V \), we need to sequentially sample its latent variable \( z^V \). To sample for \( z^V \) (where \( i = (d, n) \) representing the \( n \)-th word of the \( d \)-th document), we condition on the current value of all other variables.

\[
P(z^V_i^d | k|W^V_i^d, W^E_i^d, T_i^d, z^V_{-i}^{d}, Z^E_i^d, Y_i^d, R_i^d) \propto \frac{N^V_{d,k} + \alpha V}{N^V_k + K} \sum_{i'} \frac{N^V_{d,ki'} + \alpha V}{N^V_{ki'} + 1} \cdot \frac{N^E_{d,k} + \alpha E}{N^E_k + 1} \cdot \frac{N^E_{d,ki'} + \alpha E}{N^E_{ki'} + 1}
\]

Similarly, we can derive the sampling rule for \( z^E_i^d \):

\[
P(z^E_i^d | e|W^V_i^d, W^E_i^d, T_i^d, z^V_{-i}^{d}, Z^E_i^d, Y_i^d, R_i^d) \propto \frac{N^E_{d,e,i} + \alpha E}{N^E_{d,e} + \alpha E + 1} \cdot \frac{N^E_{d,e,i-1} + \alpha E}{N^E_{d,e,i-1} + 1}
\]

Next, we sample the latent topics \( y_i \) of the textual words based on the topic assignment of image–visual and image–emotional. Note that for each latent topic \( y_i \), there is a switch variable \( r_i \) that states whether it is sampled from image–visual topics or image–emotional topics. If \( y_i \) is sampled from image–visual topics, it implies that the sampled \( r_i \) was 0, and vice versa. As such, we need to sample based on the joint distribution of \( y_i \) and \( r_i \), which leads to:

\[
P(r_i = 0, y_i | k|W^V_i^d, W^E_i^d, T_i^d, z^V_{-i}^{d}, Z^E_i^d, Y_i^d, R_i^d) \propto \frac{M_d + \gamma + \eta}{M_d + T \cdot \gamma + \eta} \cdot \frac{M_{d,k} + \gamma + \eta}{M_{d,k} + 1}
\]

Iterative execution of the above sampling rules until a steady state results allows us to obtain the values of the latent variables. Finally, we estimate the six sets of parameters by the following equations:

\[
\begin{align*}
\phi^V_{k,i} & = \frac{N^V_{d,k} + \alpha V}{N^V_k + 1} \\
\phi^E_{e,i} & = \frac{N^E_{d,e,i} + \alpha E}{N^E_{d,e,i} + 1} \\
\psi & = \frac{N^E_{d,e} + \alpha E}{N^E_{d,e} + 1} \\
\theta^V & = \frac{N^V + \alpha V}{N^V + K} \\
\theta^E & = \frac{N^E + \alpha E}{N^E} \\
\lambda & = \frac{M_d + \gamma + \eta}{M_d + T \cdot \gamma + \eta}
\end{align*}
\]

3.3 Discussion

At first glance, VELDA looks complicated, having more parameters than LDA and Corr-LDA. Essentially, it is a well-formed extension of Corr-LDA that adds an emotional view of images and the relevance indicators for textual words.
In our experiments, we observed that the larger parameter space does not adversely affect convergence – parameter estimation for VELDA is rather fast, with the Gibbs sampler usually converging within 100 iterations. VELDA’s calculation is also compatible with distributed computation strategies for Gibbs sampling (Wang et al. 2009), making VELDA applicable to large-scale data.

One may note that the structure of VELDA — its separation of both the visual and emotional views of images, and the introduction of switch variable $r$ — is generic. Both image views are simply copies of the standard LDA entwined to the text via $r$. Additional views of the image–text relation are easily modeled by simply introducing an additional LDA generative process, adjusting the switching variable and dimension of the textual topics accordingly. The derivations of the existing image parts of the model are unchanged, just incurring additional updating rules for any new factors.

4 Evaluation

We evaluated VELDA in modeling the generation of image tweets against several baseline methods. Although VELDA was conceived to model image tweets, we claim it is also applicable to other related image–text correlation tasks. As such, we investigated how VELDA fares in modeling other general domain image–text pairs. To this end, we collected image tweets from two microblog platforms — Weibo and Twitter — and image-text pairs from Google and Wikipedia. In the following, we describe the collected datasets, our feature extraction process, the evaluation criteria, and conclude by discussing the experiments and their results.

4.1 Datasets

We collected five image–text datasets (see Table 2). The first four have a common basis for collection — constructed by a list of queries, so we describe this basis first. Previous work by Chen et al. (2013) released a collection of 4K image tweets curated from Weibo with human image–text relation annotations following their categorization scheme (i.e., visually relevant, emotionally relevant and irrelevant). Though these labels were assigned at the tweet level, only certain words were found to be visual (emotional) indicators. Based on their work, we construct potential visual (emotional) queries by extracting the most frequent textual words from the categorized visual (emotional) image tweets, discarding stop words. In total, we obtain 353 words from visually relevant tweets (e.g., bread, sunset), 133 words from emotionally relevant tweets (e.g., worry, love), and use each single word as a query.

1. **Weibo.** We sent each query as a hashtag in Weibo’s search interface to obtain up to 1,000 most recent image tweets. For the final dataset, we discarded queries with less than 40 results, randomly sampled 100 image tweets for those with more than 100 results, and kept those with 40 to 100 results, which resulted in a set of 22,782 image tweets.

2. **Twitter.** Following the same pipeline, we constructed 16,427 image tweets from Twitter using the same base queries. As the queries were originally in Chinese, we translated them into English using Google Translate. Our spot checks show the translated words are acceptable.

3 & 4. **Google-Zh and Google-En.** Image tweets vary greatly in quality for both text and images. We also want to assess VELDA performance on “prominent” images returned from an image search engine. We sent the Chinese and English (translated) text queries to Google Image Search. We obtained 38,806 and 26,903 images and their associated text snippet for Chinese and English, respectively. Since these are from the general web and are curated by the search engine, we expect these image–text pairs to be somewhat higher in quality than the image tweets.

5. **Wikipedia POTD.** At the high end of the quality spectrum is the “Picture of the Day” (POTD) collection, a set of of daily featured pictures accompanied by a short description from Wikipedia\(^5\). Unlike the other four datasets, POTD concentrates on high-quality, manually-curated academic topics. We collected the daily pictures and their corresponding descriptions from 1 Nov 2004 to 11 Jun 2014, obtaining a total of 2,524 image-text pairs.

4.2 Feature Extraction

We extract textual words from image’s textual description, and another two sets of features from the image to represent its visual semantics and emotional semantics, respectively. We adopt current best practices to generate features for each modality. Since VELDA requires all features to be discrete, we represent all three sets of features as bags-of-words.

**Text Features.** For Chinese text, we first pass the text through a Chinese word segmentation program. Then both Chinese and English text are assigned Part-of-Speech (POS) tags. English words are additionally stemmed. We apply a frequency filter to omit words that occur in fewer than 10 ($5$ in the case of POTD, due to its small size) documents, drop stop words and further discard closed-class words, leaving only open-class words — nouns, verbs, adjectives and adverbs. This helps to reduce the noise by removing words that are potentially irrelevant to the image. We then discard short documents with less than four words. Applying this process resulted in 6714, 2802, 8382, 4794, and 3224 unique words for Weibo, Twitter, Google-Zh, Google-En and POTD datasets, respectively.

**Visual Features.** We adopt the standard Scale-Invariant Feature Transform (SIFT; Lowe 2004) descriptors to represent the visual semantics of an image and follow the tradition of quantizing SIFT descriptors to yield discrete words by means of a visual codebook learned by $k$-means. To better capture the image characteristics in each dataset, we trained two separate visual codebooks: one for the POTD dataset


<table>
<thead>
<tr>
<th>Table 2: Demographics of the five datasets.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>Weibo</td>
</tr>
<tr>
<td>Text language</td>
</tr>
<tr>
<td>Best settings</td>
</tr>
</tbody>
</table>
and another for the four datasets based on the common basis. Each codebook thus consists of 1000 visual words.

**Emotional Features.** The feature representation of image emotions (*a.k.a.*, sentiment or affect) has been investigated in many works. Color-based features have proved to be simple yet effective (Valdez and Mehrabian 1994; Colombo, Del Bimbo, and Pala 1999; Machajdik and Hanbury 2010; Jia et al. 2012; Yang et al. 2013). We adopt 22 color-based features from the state-of-the-art work (Machajdik and Hanbury 2010), summarized in Table 3. To turn an image into a bag of emotional words, we first segment each image into patches by a graph-based algorithm (Felzenszwalb and Huttenlocher 2004), and then extract the 22 features for each patch. Similar to the procedure of constructing visual words, one million emotional patches were randomly sampled to learn 1000 clusters via k-means. Finally, each patch is quantized into one of the 1000 emotional words. As with the visual words, we trained two separate emotional codebooks for images from POTD and images from the other datasets.

### Table 3: Features used to represent image emotions.

<table>
<thead>
<tr>
<th>Name</th>
<th>Dim</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Saturation</td>
<td>2</td>
<td>Mean and standard deviation of saturation.</td>
</tr>
<tr>
<td>Brightness</td>
<td>2</td>
<td>Mean and standard deviation of brightness.</td>
</tr>
<tr>
<td>Hue</td>
<td>4</td>
<td>Mean hue and angular dispersion, with and without saturation weighted.</td>
</tr>
<tr>
<td>Color Names</td>
<td>11</td>
<td>Amount of black, blue, brown, green, gray, orange, pink, purple, red, white and yellow (van de Weijer, Schmid, and Verbeek 2007).</td>
</tr>
<tr>
<td>Pleasure, Arousal, Dominance</td>
<td>3</td>
<td>One set of affective coordinates, calculated from brightness (B) and saturation (S), following (Valdez and Mehrabian 1994).</td>
</tr>
</tbody>
</table>

### 4.3 Experimental Settings

A good model of image–text relations should be able to help generate one given the other. We set the task as cross-modal retrieval: given the text of an image tweet, attempt to retrieve a text query similar to Eq. 5. In LDA-CCA, two standard LDA models are first trained for texts and visual images individually; *i.e.*, an image-text pair is represented as two independent topic distributions. Then Canonical Correlation Analysis (CCA) projects the two distributions to a shared latent space where the correlation between image-text pairs is maximized. For each textual query, the images are ranked to minimize the distance with the query in the shared space.

We randomly split each dataset into 90% as training set and the remaining 10% as testing set. Our development testing showed that VELDA operated well over a wide range of hyperparameter settings. As such, we fix the six sets of hyperparameters to relatively standard settings: \( \alpha^V = 1, \alpha^E = 1, \beta^V = 0.1, \beta^E = 0.1, \gamma = 0.1, \) and \( \eta = 0.5 \). We then tune the number of visual topics \( K \) and emotional topics \( E \) in a grid search for each dataset (see Table 2 for the detailed settings). We similarly optimize the Corr-LDA and LDA-CCA baselines by searching for their best parameter settings.

### 4.4 Results and Analysis

Results on the cross-modal image retrieval tasks on the five datasets are shown in Figure 4. Each plot depicts the retrieval errors averaged over all testing queries in a specific dataset. For all five datasets, a one-tailed paired \( t \)-test with threshold 0.001 revealed that VELDA’s performance gain is statistically significant. For POTD, we have additionally overlaid Jia et al.’s MDRF results, as taken from their paper. The MDRF results are not strictly comparable – our dataset is larger by 537 documents (approximately 20% larger) and we do not have their extracted features – but we feel that they are indicative of MDRF’s performance, and further help to show VELDA’s competitive performance.

For all graphs, better performance is equated with lower error rate (curves closer to the bottom left corner). From Figure 4, we see that the error rate of VELDA drops dramatically when increasing the retrieval results to first 10%. In particular, more than 20% of ground truth images appear in the very early positions of the ranked list (*e.g.*, the top 0.8% for Weibo). For concrete comparison, we focus on recall on the top 10% level, reported separately in Table 4. Compared to Corr-LDA (the strongest baseline), our proposed VELDA significantly improves retrieval performance by 20.6%, 31.6%, 25.8%, 22.4% for Weibo, Google-Zh, Google-En and POTD, respectively. For the POTD dataset, VELDA outperforms MDRF by 8%. In this dataset, though emotion is not the primary reason for choosing the images, it might be an implicit factor, *e.g.*, nature related articles prefer images that are bright and tranquil.

We note the lower performance of all methods on Twitter. We attribute this to the brevity of Twitter: each Twitter image tweet has only 6.7 textual words on average (after text processing), far shorter than the other datasets (*e.g.*, 18.9 for Weibo). This passes little textual information to the model, making the image-text correlation learning difficult. Even in such sparse data scenarios, VELDA still betters Corr-LDA and LDA-CCA by 4.6% and 7.8%, respectively.

We further break down VELDA’s performance by query type, as shown in Table 5. We find all the other four datasets show the same trend that VELDA performs better in image-
Table 4: Percentage of images correctly retrieved in the top 10% of the ranked list. The difference between VELDA and any of the two other methods is statistically significant with the one-tailed paired $t$-test ($p<0.001$).

<table>
<thead>
<tr>
<th></th>
<th>Weibo</th>
<th>Twitter</th>
<th>G-Zh</th>
<th>G-En</th>
<th>POTD</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA-CCA</td>
<td>25.6%</td>
<td>18.8%</td>
<td>25.0%</td>
<td>25.6%</td>
<td>28.8%</td>
</tr>
<tr>
<td>Coor-LDA</td>
<td>29.8%</td>
<td>22.0%</td>
<td>32.1%</td>
<td>31.2%</td>
<td>31.2%</td>
</tr>
<tr>
<td>VELDA</td>
<td>50.4%</td>
<td>26.6%</td>
<td>63.7%</td>
<td>57.0%</td>
<td>53.6%</td>
</tr>
</tbody>
</table>

Table 5: VELDA’s performance broken down by query type.

<table>
<thead>
<tr>
<th></th>
<th>Weibo</th>
<th>Twitter</th>
<th>G-Zh</th>
<th>G-En</th>
<th>POTD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visual queries</td>
<td>53.8%</td>
<td>28.1%</td>
<td>69.8%</td>
<td>61.6%</td>
<td></td>
</tr>
<tr>
<td>Emotional queries</td>
<td>39.5%</td>
<td>22.1%</td>
<td>47.0%</td>
<td>45.4%</td>
<td></td>
</tr>
</tbody>
</table>

text pairs from visual queries than those from emotional ones. As the query type is a good indicator of the image-text correlation type (visual or emotional), this trend partially implies that learning image-text’s emotional correlation is more difficult than the visual correlation.

To apply our VELDA model to other domains, the major parameter to tune is the hyperparameter $\eta$, which determines the relevance distribution ($\lambda$) of textual words, while other parameters can be easily set with standard LDA heuristic rules. So we further investigate the impact of $\eta$. Theoretically speaking, large (small) $\eta$ makes the relevance distribution $\lambda$ more skewed (balanced). From Figure 5, we see that VELDA’s performance remains relatively stable for varying values of $\eta$. This insensitivity to $\eta$ shows that VELDA is robust and does not require careful tuning to perform well.

Figure 5: Parameter $\eta$ versus error rate for top 10% retrieval.

Finally, in Figure 6, we show three typical Weibo posts (translated to English) and their top four recommended images by VELDA. As we can see, for the very visual tweet that mentions many physical objects, e.g., the top example post, our suggested illustrations not only accurately correspond to objects, but also cover a few varieties (e.g., capturing three different nuts in the top four illustrations). For sentimental tweets, e.g., the bottom example post, our recommended images match the emotions of the text well. This suggests a real possibility of applying VELDA to an automated microblog illustration task.

5 Conclusion

Image tweets match text with image to help convey a unified message. We examine the image-text correlation and its modeling for cross-modality image retrieval, in both microblog posts as well as other image-text datasets.

We discover that an image tweet’s image and text can be related in different modes, not limited to visual relevance but including emotional relevance. A key contribution is our development of Visual-Emotional LDA (VELDA), a novel topic model that captures such two image-text correlations. Experiments on both English and Chinese image tweets show that VELDA significantly outperforms baseline methods. VELDA also demonstrates its robustness and generalization, being applicable not only to its intended domain of image tweets but also general image-text datasets.

In the future, we may develop a mobile application to assist users discover and use visually and emotionally relevant images to adorn their textual posts. In a separate vein of work, we hope to validate VELDA as a generic model that can apply to other instances of multimedia correspondence. Moreover, the current VELDA regards image’s visual and emotion as two independent views, it will be interesting to explore how these two are correlated with each other.
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