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Abstract We present a novel way to identify the rep-
resentative words that are able to capture the topic of
documents for use in text categorization. Our intuition
is that not all word n-grams equally represent the topic
of a document, and thus using all of them can poten-
tially dilute the feature space. Hence, our aim is to in-
vestigate methods for identifying good indexing words,
and empirically evaluate their impact on text catego-
rization. To this end, we experiment with five differ-
ent word sub-spaces: title words, first sentence words,
keyphrases, domain-specific words, and named entities.
We also test TF·IDF-based unsupervised methods for
extracting keyphrases and domain-specific words , and
empirically verify their feasibility for text categoriza-
tion. We demonstrate that using representative words
outperforms a simple 1-gram model.

Natural Language Techniques and Documents, Text
Categorization

1 Background and Motivation
Automatic text categorization is the task of classifying
documents into a set of predefined categories. It is one
of the more heavily researched areas in natural language
processing (NLP) due to its immediate applicability in
applications such as text filtering [1], word sense dis-
ambiguation [11] and automated authorship attribution
and genre classification [8].

The conventional approach to text categorization
utilizes supervised machine learners such as support
vector machines (SVMs) and Maximum Entropy (ME)
models, and represents each document as a bag of
word n-grams [40, 14, 10]. Empirically, SVMs have
been shown to be superior to other machine learning
techniques such as Naive Bayes (NB), Rocchio and
decision trees over a range of tasks [40, 10].

While the predominance of research in text
categorization is on machine learning models, there
has also been significant research on feature extraction
[4, 2, 24, 21] and feature weighting/selection [18, 41,
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7]. While the majority of research has used simple
n-grams to represent documents [4], this has been
expanded in various ways, including word clusters [2],
complex nominals [24], words from automatically
extracted sentences [21], and title words/keyphrases(or
keywords) [13]. Similarly, while most research has
used simple term weighting (TF and/or TF·IDF
variants), some have used attributes such as mutual
information [18], chi-square [41], and gain ratio [7] to
weight and/or select features.

Our interest is in the impact of different term types
on text categorization. Our intuition is that not all word
n-grams equally represent the topic of a document,
and thus using all of them can potentially dilute the
feature space. Hence, our aim is to investigate methods
for identifying good indexing words, and empirically
evaluate their impact on text categorization. To find
representative topic words, we tested five different
word groups: title words, first sentence words,
domain-specific words, named entities, and keyphrases.
Title words and first sentence words are based on
the notion of document zoning. Domain-specific
words and named entities, on the other hand, are
typified as occurring with markedly-high occurrence in
documents of particular domains. Finally, keyphrases
are representative words, as identified by dedicated
methods such as [12] and [36]. We also test combining
the different term types with conventional terms
n-grams.

A secondary area of interest in this research is ex-
ploration of the utility of unsupervised term extraction
methods. As a result, we are particularly interested
in the utility of unsupervised keyphrase and domain-
specific word extraction methods on text categorization.

2 Zone-based Term Extraction
Our first term extraction method is based on document
zoning, i.e. the extraction of terms based on the docu-
ment structure. A common approach in keyphrase ex-
traction and topic detection is to use titles as a represen-
tation of the document topic. For example, [26] showed
that sentences in particular article sections, such as the
introduction and conclusion, contain more keyphrases
in scientific articles.



In our work, we drew on methods such as [21] in
extracting important sentences from documents based
on the simple heuristic that the title and first sentence
often contains key facts about the news story. From
these observations, we select the title words and first
sentence words as candidate terms. In each case, we ex-
tract out the component 1-grams, to minimize reliance
on parsing or manual processing. We also filter terms
by their combined occurrence in the document set, se-
lecting only those terms which occur with frequency
≥ 1, 2 or 3. The final number of title words is 8,622,
3,878, and 2,357, for cutoffs of 1, 2 and 3, respectively,
and the corresponding number of first sentence words is
11,565, 5,819, and 3,905, respectively. These numbers
are based on the evaluation data described in Section 6.

3 Keyphrases
Keyphrases are simplex (i.e. 1-gram) nouns or noun
phrases that represent the key ideas of the document.
Keyphrases can serve as a condensed summary of the
document and also as high-quality index terms. In the
past, the majority of keyphrase studies have used three
types of statistics to extract keyphrases: (1) document
co-occurrence, i.e. TF·IDF-style statistics relating
keyphrases to their relative co-occurrence across
documents [12, 26]; (2) keyphrase co-occurrence,
i.e. the extent to which keyphrases occur together in the
same documents [37]; and (3) term co-occurrence,
i.e. local contiguity of terms in keyphrases [28].

We quickly summarize related work first. KEA
[12] is a very simple and popular keyphrase extraction
and indexing tool. It uses two main features: TF·IDF
to capture document co-occurrence, and distance to
signify the relative locality of keyphrase occurrences
within documents. These features have been broadly
used in keyphrase extraction, e.g. by [37] in addition
to keyphrase co-occurrence. [26] extended the basic
KEA approach by applying linguistic features such as
document zones. GenEx [36] uses more syntactic
features, such as document positions and stemming. [3]
uses head noun-based heuristics. [35] use modelling
based on information loss between preceding and
proceeding document extents. Textract [28] ranks
keyphrase candidates by their degree of domain-
specificity and term cohesion in a text analysis system.
[38] uses information from clustered documents for
keyphrase extraction over single documents.

3.1 Unsupervised Keyphrase Extraction
As keyphrases are known to be representative of
document topics, it is also natural to use them as terms
for document categorization. Hulth and Megayesi [13]
used a supervised keyphrase extraction method, seeded
with 500 abstracts annotated with keyphrases. To avoid
documents without keyphrases, they controlled the
number of keyphrases to between 3 and 12.

While supervised techniques work well, they
require manually-built annotated corpora, which has

Word set T1(.02) T2(.04) T3(.06)
original 7,889 5,733 4,497
1+NP 25,343 15,257 10,679

Table 1: Number of collected keyphrases

implications both in terms of resource creation and
domain adaptability. We are interested in minimizing
such efforts, and thus committed to using unsupervised
or minimally-supervised methods. To the best of
our knowledge, very few unsupervised keyphrase
extraction methods exist. Therefore, we used the
features used in KEA to build our own unsupervised
keyphrase extractor. That is, we use TF·IDF and first
position, i.e. the inverse of the offset from the start of
the document, such that documents which occur earlier
in the document are preferred as keyphrase candidates.
First, we calculate the score for each candidate as
shown in (1), combining TF·IDF and first position.

Score = TF·IDF + (1 − first position of Wi

# of total terms
) (1)

We then extract the top-N candidates as keyphrases.
In other keyphrase extraction research, N has typically
been set to 15, but in our case, we decided to experiment
with different thresholds. This is because the docu-
ments used in text categorization testbeds are short, and
thus result in comparatively few keyphrase candidates.
We selected thresholds by examining the score drop.
Specifically, we set the threshold to the point at which
the number of domain-specific terms gained at the cur-
rent similarity value is no more than a fixed proportion
(e.g. 2%) of keyphrases previously selected. Due to this
use of threshold, our keyphrase extractor did not assign
any keyphrases for a few documents.

Keyphrases can be either simplex nouns or
NPs. [13] found that breakdown-keyphrases (i.e. all
unigrams contained within a keyphrase) performed
better for text categorization. Hence, we also convert
keyphrases into their component unigrams. However,
we observed that whole keyphrases are often better
descriptors of the document topic (e.g. import goods
vs. goods). Thus, we tested another set, called 1+NP,
which combines 1-grams with the original keyphrases.

Table 1 shows the number of collected keyphrases
for the entire document collection (see Section 6)
at different threshold settings, for both the original
keyphrases and 1+NP. Figure 1 additionally shows the
proportion of documents containing different numbers
of keyphrases for the three thresholds.

To assess the quality of our unsupervised keyphrase
extractor, we sampled 100 documents from the training
data and had two human annotators manually assign
keyphrases to 50 documents each. The total number of
manually-assigned keyphrases in the 100 sample docu-
ments was 1, 486. Performance is shown in Table 2.
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Figure 1: Proportion of documents assigned differing
numbers of keyphrases

Precision Recall Fscore
T1(.02) 9.76% 23.85% 13.85%
T2(.04) 15.32% 15.62% 15.47%
T3(.06) 21.02% 10.86% 14.32%

Table 2: Performance of keyphrase extraction

4 Domain-Specific Terms
Automatic domain-specific term extraction is a classi-
fication process where the terms are categorized using
a set of predefined domains with supervised machine
learning models. It has been studied for application in
areas such as keyphrase extraction [12, 38] and word
sense disambiguation [19].

Much of the work has been carried out using su-
pervised machine learning techniques in the context of
term categorization and/or text mining. [9] focused on
simplex terms using corpus comparison, and verified
the collected data using automatic and manual valida-
tion. [31] projected the categorized terms onto a pre-
defined set of semantic domains exploiting web knowl-
edge, and used the context to map the terms onto do-
mains. [29] proposed an unsupervised method for ex-
tracting domain-specific terms, and used them to check
word and keyword error rates.

In this paper, we test two unsupervised domain-
specific word extraction approaches, drawing on work
in the context of keyphrase extraction [16]. The first
one (D1) is based on simple TF·IDF. The second
method (D2) was proposed by [29], and is based on the
difference in TF for a given domain relative to other
domains, based on:

D2 = domain specificity(w) =
cd(w)

Nd

cg(w)
Ng

(2)

where cd(w) and cg(w) denote the number of occur-
rences of term w in the domain text and general docu-
ment collection, respectively. Nd and Ng are the num-
bers of terms in the domain corpus and in the general
corpus, respectively. If term w does not occur in the
general corpus, then cg(w) is set to 1; otherwise it is set
to the highest count in the general corpus.

We use the same thresholding method for the two
methods as described in Section 3.1.

Method Term set T1(.02) T2(.04) T3(.06)
D1 original 2,918 1,573 1,157

1+NP 3,969 1,918 1,344
D2 original 3,692 2,759 2,368

1+NP 7,169 5,021 4,215

Table 3: Number of collected domain-terms words
Overlap D1 D2

T1 1,612 55.24% 43.67%
T2 593 37.70% 21.49%
T3 404 34.92% 17.06%

Table 4: Overlap between domain-specific words col-
lected by D1 and D2
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Figure 2: Number of domains containing differing
numbers of domain-specific terms for D1

Table 3 details the number of terms and 1+NP ex-
tracted by D1 and D2 over the document collection de-
scribed in Section 6, over three different threshold val-
ues. We also calculated the overlap in terms extracted
by the two methods, and report the numbers in Table 4.
The numbers in the second and third columns show the
portion of terms extracted by the D1 and D2, respec-
tively, which overlap with terms extracted by the second
method.

The number of domains containing differing num-
bers of terms is shown in Figures 2 and 3. D1 pro-
duced less domain-specific words in total (as shown in
Table 3), but the keyphrases are better distributed across
the domains.

In separate research, we manually evaluated the
terms extracted by the two methods, and found that D1
marginally outperformed D2 [16].

5 Named Entities
Named entity recognition is the task of identifying
atomic elements in a document which belong to
predefined categories such as location, person, and
organization. It has been applied to contexts including
Question-Answering (QA) [23] and information
retrieval [34]. The standard approach is based on
structured classification methods such as hidden
Markov models (HMMs) or conditional random fields
(CRFs). Recently, research has focused on semi-
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Figure 3: Number of domains containing differing
numbers of domain-specific terms for D2

Length F1(f ≥ 1) F2(f ≥ 2) F3(f ≥ 3)
original 11,431 6,538 4,650
1+NP 23,440 9,883 6,234

Table 5: Number of extracted named entities

supervised [27] and/or unsupervised approaches [5] to
named entity recognition.

The relevance of named entities (NEs) to this re-
search is that we expect they will be indicative of doc-
ument domains. For example, Gulf and Kuwait often
occur in the domain of oil and not other domains. Thus,
we trial named entities as a term type in text categoriza-
tion.

We experiment exclusively with the named entity
recognition software of the University of Illinois
at Urbana-Champaign (UIUC NER).1 UIUC NER
makes extensive use of non-local features and external
knowledge resources (i.e. gazetteers extracted from
Wikipedia), as well as semi-supervised learning.
It identifies four entity types (i.e. person, location,
organization and miscellaneous), and is reported to
have achieved 90.80 F1-score over the CoNLL-03
NER shared task

Table 5 shows the number of named entities
extracted by UIUC NER over our document collection
(see Section 6). We used three different frequency
cutoffs to select the candidate NEs (fNE ≥ 1, 2, 3),
and once again experimented with both the original
NEs and the 1+NP method of breaking down the NEs.

6 Text Categorization
We now describe our integrated approach for perform-
ing text categorization, incorporating the various ex-
tracted term types from the preceding sections.

As our dataset, we use the Reuters newswire corpus,
with 21,450 articles from 1987, spanning 135 topics.
The number of articles with no category label, one label
and multiple labels are 31%, 57% and 12%, respec-
tively. This dataset has been used widely for text cat-
egorization research. In particular, we use the Modified

1http://l2r.cs.uiuc.edu/˜cogcomp/asoftware.
php?skey=FLBJNE

Lewis Split, comprising 7,771 training and 3,019 test
documents across 90 domains.2

In preprocessing, we performed part-of-speech
(POS) tagging using the Lingua POS tagger, and POS-
sensitive lemmatization using morpha [22].3 Then we
built classifiers using SVMlight,4 with TF·IDF term
weighting in an attempt to generate as competitive as
possible a text categorization system.

As our benchmark, we use 1-grams with a
frequency cutoff of 1, 2 and 3 (i.e. all terms occurring
less than N times are ignored), along with stopping.
The best results were achieved for a frequency cutoff
of 3, with a micro-averaged F-score of 78.54%.

Table 6 shows the text categorization performance
of the various term extraction methods, organized into
four groups: (1) individual extraction methods; (2) the
combination of all extraction methods; (3) the combi-
nation of individual extraction methods with 1-grams;
and (4) the combination of all extraction methods with
1-grams. In each case, we report the micro-averaged
precision, recall and F-score (β = 1) for the given
method over the test data. All values which surpass
the benchmark performance (F3) at a level of statistical
significance (based on approximate randomisation, p <
0.05) are indicated in bold. In Table 6, F1, F2 and F3
refer to the three frequency cutoffs used for title words,
first sentence words and named entities (f ≥ 1, 2, 3),
while T1, T2 and T3 refer to the three thresholds used
for keyphrases and domain-specific words. We also
present the performance over the top-10 topics in Ta-
ble 7.

7 Text Categorization Results
Looking first at the individual methods (the top section
of Table 6), we notice that only keyphrases were able to
surpass the performance of the benchmark, closely fol-
lowed by title and first sentence words, then named en-
tities, and finally domain-specific terms. Almost no dif-
ference was observed between using the original terms
extracted by each of the methods, and combining the
original terms with their unigram components (1+NP).
In general, the standalone methods tended to do bet-
ter in terms of both precision and recall for lower cut-
off/threshold values, that is larger numbers of noisier
terms tended to boost performance across the board.

When we combine all five term extraction methods
(considering D1 and D2 separately), the results
exceed those of the benchmark in all cases for the
lowest threshold/cutoff values, and in select cases
for higher values. None of these gains were found
to be statistically significant, and yet the result is
encouraging as the best of the combined methods
outperforms the best of the standalone methods,

2http://www.daviddlewis.com/resources/
testcollections/reuters21578/

3The only use we made of the POS tags was in lemmatization.
4http://svmlight.joachims.org/svm\

_multiclass.html



F1/T1 F2/T2 F3/T3
Word Length Prec. Recall Fscore Prec. Recall Fscore Prec. Recall Fscore
Benchmark 1 87.15% 70.26% 77.80% 87.48% 70.53% 78.09% 87.98% 70.93% 78.54%
Title (T) 1 87.48% 70.53% 78.09% 87.58% 70.61% 78.18% 87.58% 70.61% 78.18%
First (F) 1 87.58% 70.61% 78.18% 87.48% 70.53% 78.09% 87.35% 70.42% 77.98%
Keyphrase (K) 1 88.01% 70.95% 78.57% 87.45% 70.50% 78.07% 87.68% 70.69% 78.27%

1+NP 87.78% 70.77% 78.36% 87.65% 70.66% 78.24% 87.65% 70.66% 78.24%
Domain (D1) 1 86.26% 69.54% 77.00% 85.70% 69.08% 76.50% 83.44% 67.27% 74.49%

1+NP 86.26% 69.54% 77.00% 85.70% 69.08% 76.50% 83.44% 67.27% 74.49%
Domain (D2) 1 84.67% 68.26% 75.58% 82.78% 66.73% 73.90% 81.75% 65.91% 72.98%

1+NP 84.67% 68.26% 75.58% 82.78% 66.73% 73.90% 81.75% 65.91% 72.98%
NE (N) 1 86.16% 69.46% 76.91% 85.53% 68.95% 76.35% 84.87% 68.42% 75.76%

1+NP 86.32% 69.59% 77.06% 85.53% 68.95% 76.35% 85.17% 68.66% 76.03%
T+F+K+D1+N 1 87.98% 70.93% 78.54% 87.91% 70.87% 78.48% 87.78% 70.77% 78.36%

1+NP 88.11% 71.03% 78.66% 87.72% 70.71% 78.30% 87.91% 70.87% 78.48%
T+F+K+D2+N 1 88.05% 70.98% 78.60% 87.95% 70.90% 78.51% 88.01% 70.95% 78.57%

1+NP 88.15% 71.06% 78.69% 88.08% 71.01% 78.63% 88.25% 71.14% 78.77%
B3+Title 1 87.72% 70.71% 78.30% 87.85% 70.82% 78.42% 87.55% 70.58% 78.15%
B3+First 1 87.78% 70.77% 78.36% 87.62% 70.63% 78.21% 87.82% 70.79% 78.39%
B3+Keyphrase 1 88.18% 71.09% 78.72% 87.85% 70.82% 78.42% 88.05% 70.98% 78.60%

1+NP 88.31% 71.19% 78.83% 88.38% 71.25% 78.89% 88.15% 71.06% 78.69%
B3+D1 1 87.95% 70.90% 78.51% 88.08% 71.01% 78.63% 87.95% 70.90% 78.51%

1+NP 87.95% 70.90% 78.51% 88.08% 71.01% 78.63% 87.95% 70.90% 78.51%
B3+D2 1 87.45% 70.50% 78.07% 87.32% 70.59% 77.95% 87.68% 70.69% 78.27%

1+NP 87.45% 70.50% 78.07% 87.32% 70.59% 77.95% 87.68% 70.69% 78.27%
B3+NE 1 87.58% 70.61% 78.18% 87.68% 70.69% 78.27% 87.98% 70.93% 78.54%

1+NP 87.58% 70.61% 78.18% 87.65% 70.66% 78.24% 87.45% 70.50% 78.07%
B3+T+F+K+D1+N 1 88.28% 71.17% 78.80% 88.31% 71.19% 78.83% 88.25% 71.14% 78.77%

1+NP 88.44% 71.30% 78.95% 88.15% 71.06% 78.69% 88.21% 71.11% 78.75%
B3+T+F+K+D2+N 1 88.31% 71.19% 78.83% 88.28% 71.17% 78.80% 88.48% 71.33% 78.98%

1+NP 88.44% 71.30% 78.95% 88.38% 71.25% 78.89% 88.48% 71.33% 78.98%

Table 6: Performance of text categorization

Benchmark (F3) Individual Individual+1-grams All candidates All candidates+1-grams
89.55% 89.59% 89.96% 90.02% 90.07%

Table 7: Performance over the top-10 topics

suggesting that there is complementarity between the
term extraction methods. Comparing D1 and D2, our
simple TF·IDF-based unsupervised term extraction
method is marginally superior to D2 (the method of
[16]).

Next, when we combine the individual methods
with the terms from the benchmark method, the
results improve uniformly, with the best-performing
method (keyphrases with 1+NP terms) surpassing the
benchmark method at a level of statistical significance.
This indicates that keyphrases, as extracted using
our adaptation of KEA, can successfully complement
simple 1-grams in text categorization.

Finally, when we combine the benchmark term
representation with all of the term extraction methods,
we again achieve statistically significant gains almost
50% of the time, once again pointing to the utility
of term extraction methods in text categorization
applications. Comparing these results with those for
the standalone term extraction methods combined with
the benchmark system, the full set of five methods is not
able to improve significantly beyond the performance
of keyphrase extraction with the benchmark system.

Looking to the results over the top-10 topics, we
find a similar trend, with keyphrases producing the best
standalone performance, and all term extraction meth-
ods combined with 1-grams producing the best overall
performance.

8 Conclusions
In this work, we evaluated the impact on text
categorization of five representative term extraction
methods, namely title words, first sentence words,
keyphrases, domain-specific words, and named
entities. We used the output of the different methods,
either individually or in combination, as the source of
terms for text categorization, and verified that we were
able to achieve statistically significant improvements
over a benchmark text categorization method using
either keyphrase extraction in combination with the
benchmark term representation, or the combination
of all term extraction methods, again in combination
with the benchmark term representation. On the basis
of this, we concluded that keyphrases were the pick
of the terms experimented with, but also that there is
complementarity between the different term types.
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