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Summary

A compressed text index is a data structure that stores a text in the compressed form while efficiently supports pattern searching queries. This thesis investigates three compressed text indexes and their applications in bioinformatics.

Suffix tree, suffix array, and directed acyclic word graph (DAWG) are the pioneers text indexing structures developed during the 70’s and 80’s. Recently, the development of compressed data-structure research has created many structures that use surprisingly small space while being able to simulate all operations of the original structures. Many of them are compressed versions of suffix arrays and suffix trees, however, there is still no compressed structure for DAWG with full functionality. Our first work introduces an \( n H_k(S) + 2n H_0^*(T_S) + o(n) \)-bit compressed data-structure for simulating DAWG where \( H_k(S) \) and \( H_0^*(T_S) \) are the empirical entropy of the reversed input sequence and the suffix tree topology of the reversed sequence, respectively. Besides, we also proposed an application of DAWG that improves the time complexity of local alignment problem. In this application, using DAWG, the problem can be solved in \( O(n^{0.628}m) \) average case time and \( O(nm) \) worst case time where \( n \) and \( m \) are the lengths of the database and the query, respectively.

In the second work, we focus on text indexes for a set of similar sequences. In the context of genomic, these sequences are DNA of related species which are highly similar, but hard to compress individually. One of the effective compression schemes for this data (called delta compression) is to store the first sequence and the changes in term of insertions and deletions between each pair of sequences. However, using this scheme, many types of queries on the sequences cannot be supported effectively. In the first part of this work, we design a data structure to support the rank and select queries in the delta compressed sequences. The data structure is called multi-version rank/select. It answers the rank and select queries in any sequence in \( O(\log \log \sigma + \log m / \log \log m) \) time where \( m \) is the number of changes between input sequences. Based on this result, we propose an indexing data structure for similar sequences called multi-version FM-index which can find a pattern \( P \) in \( O(|P|(\log m + \log \log \sigma)) \) average time for any sequence \( S_i \).

Our third work is a different approach for similar sequences. The sequences are
compressed by a scheme called relative Lempel-Ziv. Given a (large) set $S$ of strings, the scheme represents each string in $S$ as a concatenation of substrings from a constructed or given reference string $R$. This basic scheme gives a good compression ratio when every string in $S$ is similar to $R$, but does not provide any pattern searching functionality. Our indexing data structure offers two trade-offs between the index space and the query time. The smaller structure stores the index in asymptotically optimal space, while the pattern searching query takes logarithmic time in term of the reference length. The faster structure blows up the space by a small factor and pattern query takes sub-logarithmic time.

Apart from the three main indexing data structures, some additional novel structures and improvements to existing structures may be useful for other tasks. Some examples include the bi-directional FM-index in the RLZ index, the multi-version rank/select, and the $k$-th line cut in the multi-version FM index.
Chapter 1

Background

1.1 Introduction

As more and more information is generated in the text format from sources like biological research, the internet, XML database and library archive, the problem of storing and searching within text collections becomes more and more important and challenging. A text index is a data structure that pre-processes the text to facilitate efficient pattern searching queries. Once a text is indexed, many string related problems can be solved efficiently. For example, computing the number of occurrences of a string, finding the longest repeated substring, finding repetitions in a text, searching for a square, computing the longest common substring of a finite set of strings, on-line substring matching, and approximate string matching \[3, 56, 86, 108\]. The solutions for these problems find applications in many research areas. However, the two most popular practical applications of text indexes are, perhaps, in DNA sequence database and in natural language search engines where the data volume is enormous and the performance is critical.

In this thesis, we focus on indexes that work for biological sequences. In contrast to natural language text, these sequences do not have syntactical structure like word or phrase. Thus, it makes word based structures such as inverted indexes \[116\] which are popular in natural language search engines less suitable. Instead, we focus on the most general type of text indexes called full-text index \[88\] where it is possible to search for any substring of the text.

The early researches on full-text indexing data structures e.g. suffix tree \[112\], directed acyclic word graph \[14\], suffix array \[48, 80\] were more focused on construction algorithms
and query algorithms. The space was measured by the big-Oh notations in terms of memory words which hides all constant factors. However, as indexing data structures usually need to hold a massive amount of data, the constant factors cannot be neglected. The recent trend of data structure research has been paying more attention on the space usage. Two important types of space measurement concepts emerged. A succinct data structure requires the main order of space equals the theoretical optimal of its inputs data. A compressed data structure exploits regularity in some subset of the possible inputs to store them in less than the average requirement. In text data, compression is often measure in terms of the $k$-order empirical entropy of the input text denoted $H_k$. It is the lower bound for any algorithm that encodes each character based on a context of length $k$.

Consider a text of length $n$ over an alphabet of size $\sigma$, the theoretical information for this text is $n \log \sigma$ bits, while the most compact classical index, the suffix array, stores a permutation of $[1..n]$ which costs $O(n \log n)$ bits. When the text is long and the alphabet is small in case of DNA sequences (where $\log \sigma$ is 2 and $\log n$ is at least 32), there is a huge difference between the succinct measurement and the classical index storage.

Initiated by the work of Jacobson, data structures in general and text indexes in particular have been designed using succinct and compressed measurements. Several succinct and compressed versions of the suffix array and the suffix tree with various space-time trade-offs were introduced. For suffix array, after observing some self repetitions in the array, Grossi and Vitter have created the first succinct suffix array that is close to $n \log \sigma$ bit-space with the expense that the query time of every operation is increased by a factor of $\log n$. The result was further refined and developed into some fully compressed forms, with the latest structure uses $(1 + \frac{1}{\epsilon})nH_k + o(n \log \sigma)$ bits, where $\epsilon \leq 1$. Simultaneously, Ferragina and Manzini introduced a new type of indexing scheme called FM-index which is related to suffix array, but has novel representation and searching algorithm. This family of indexes stores a permutation of the input text (called Burrows-Wheeler transform), and uses a variety of text compression techniques to achieve the space of $nH_k + o(n \log \sigma)$ while theoretically having faster pattern searching compared to suffix array of the same size. Suffix tree is a more complex structure, therefore, the compressed suffix trees only appeared after the maturity of the suffix array and structures for succinct tree representations. The first compressed suffix
tree proposed by Sadakane\textsuperscript{[102]} uses \((1 + \epsilon)nH_k + 6n + o(n)\) bits while slowing down some tree operations by \(\log n\) factor. Further developments \textsuperscript{[99]} have reduced the space to \(nH_k + o(n)\) bits while the query time of every operation is increased by another factor of \(\log \log n\).

Another trend in compressed index data structure is building text indexes based on Lempel-Ziv and grammar based compression. For example, some indexes based on Lempel-Ziv compression are LZ78\textsuperscript{[7]}, LZ77\textsuperscript{[65]}, RLZ\textsuperscript{[27]}. Indexes based on grammar compression are SLP\textsuperscript{[22, 46]}, CFG\textsuperscript{[23]}. Unlike the previous approach where succinct and compression techniques are applied to existing indexing data structure to reduce the space, this approach starts with some known text compression method, then builds an index base on the compression. The performance of these indexes are quite diverse, and highly depend on the details of the base compression methods. However, compared to compressed suffix tree and compressed suffix array, searching for pattern in these indexes are usually more complex and slower \textsuperscript{[7]}, however, decompressing substrings from these indexes are often faster.

Some other research directions in the full-text indexing data structure field includes: indexes in external memory (for suffix array\textsuperscript{[35, 105]}, for suffix tree\textsuperscript{[10]}, for FM-index\textsuperscript{[51]}, and in general \textsuperscript{[57]}), parallel and distributed indexes\textsuperscript{[97]}, more complex queries\textsuperscript{[59]}, dynamic index\textsuperscript{[96]}, better construction algorithms (for suffix array\textsuperscript{[93]}, for suffix tree in external memory\textsuperscript{[9]}, for FM-index in external memory \textsuperscript{[33]}, for LZ78 index\textsuperscript{[3]}). This list is far from complete, but it helps to show the great activity in the field of indexing data structure.

Although many text indexes have been proposed so far, in bioinformatics, the demand for innovations does not decline. The general full-text data structures like suffix tree, suffix array are designed without assumption about the underlying sequences. In bioinformatics, we still know very little about the details of nature sequences; however, some important characteristics of biological sequences have been noticed. First of all, the underlying process governing all the biological sequences is evolution. The traces of evolution are shown in the similarity and the gradual changes between related biological sequences. For example, the genome similarity between human beings are 99.5–99.9\%, between human and chimpanzees are 96%–98\% and between human and mouse are 75–90\%, depending on how “similarity” is measured. Secondly, although the similarity between
related sequences is high, their fragments seem to be purely random. Many compression schemas that look for local regularity cannot perform well. For example, when using gzip to compress the human genome, the size of the result is not significant better than storing the sequence compactly using 2 bits per DNA character. (Note that DNA has 4 characters in total.)

As more knowledge of the biological sequence accumulated, our motivation for this thesis is to design specialized compressed indexing data structures for biological data and applications. First, Chapter 2 describes a compressed version of directed acyclic word graph (DAWG). It can be seen as a member of the suffix array and suffix tree family. Apart from being the first compressed full-functional version of its type, we also explore its application in local alignment, a popular sequence similarity measurement in bioinformatics. In this application, DAWG can have good the average time and have better worst case guarantee. The second index in Chapter 3 also belongs to suffix tree and suffix array family. However, the text targeted are similar sequences with gradual changes. In this work, we record the changes by marking the insertions and deletions between the sequences. Then, the indexes and its auxiliary data structures are designed to handle the delta compressed sequences, and answer the necessary queries. The last index in Chapter 4 is also for similar sequences, but based on RLZ compression, a member of the Lempel-Ziv family. In this approach, the sequences are compressed relatively to a reference sequence. This approach can avoid some of the shortcoming of the delta compression method, where large chunks of DNA change locations in the genome.

1.2 Preliminaries

This section introduces notations and definitions that are used through out the thesis.

1.2.1 Strings

An alphabet is a finite total ordered set whose elements are called characters. The conventional notation for an alphabet is $\Sigma$, and for its size is $\sigma$. An array (a.k.a. vector) $A[1..n]$ is a collection of $n$ elements such that each element $A[i]$ can be accessed in constant time. A string (a.k.a. sequence) over an alphabet $\Sigma$ is a array where elements are member of the alphabet.
Consider a string \( S \), let \( S[i..j] \) denote a substring from \( i \) to \( j \) of \( S \). A \textit{prefix} of a string \( S \) is a substring \( S[1..i] \) for some index \( i \). A \textit{suffix} of a string \( S \) is substring \( S[i..|S|] \) for some index \( i \).

Consider a set of strings \{\( s_1, \ldots, s_n \)\} share the same alphabet \( \Sigma \), the \textit{lexicographical order} on \{\( s_1, \ldots, s_n \)\} is an total order such that \( s_i < s_j \) if there is an index \( k \) such that \( s_i[1..k] = s_j[1..k] \) and \( s_i[k+1] < s_j[k+1] \).

Consider a string \( S[1..n] \), \( S \) can be stored using \( \lceil n \log \sigma \rceil \) bits. However, when the string \( S \) has some regularities, it can be stored in less space. One of the popular measurement for text regularity is the \textit{empirical entropy} in [81]. The zero order empirical entropy of string \( S \) is defined as

\[
H_0(S) = - \sum_{c \in \Sigma, n_c > 0} \frac{n_c}{n} \log \frac{n_c}{n}
\]

where \( n_c \) is the number of occurrences of character \( c \) in \( S \).

Then, the \( k \)-th order empirical entropy of \( S \) is defined as

\[
H_k(S) = \sum_{w \in \Sigma^k} \frac{|w_S|}{n} H_0(w_S)
\]

where \( \Sigma^k \) is a set of length \( k \) strings, and \( w_S \) is the string of characters that \( w_S[i] \) is the character that follows the \( i \)-th occurrence of \( w \) in \( S \).

Note that \( nH_k(S) \) is a lower bound for the number of bits needed to compress \( S \) using any algorithm that encodes each character regarding only the context of \( k \) characters before it in \( S \) (See [81]). We have \( H_k(S) \leq H_{k-1}(S) \leq \ldots \leq H_0(S) \leq \log \sigma \).

1.2.2 rank and select data structures

Let \( B[1..n] \) be a bit vector of length \( n \) with \( k \) ones and \( n - k \) zeros. The rank and select data structure of \( B \) supports two operations: \( \text{rank}_B(i) \) returns the number of ones in \( B[1..i] \); and \( \text{select}_B(i) \) returns the position of the \( i \)-th one in \( B \).

**Proposition 1.1.** (Pătraşcu [72]) There exists a data structure that presents bit vector \( B \) in \( \log \binom{n}{k} + o(n) \) bits and supports operations \( \text{rank}_B(i) \) and \( \text{select}_B(i) \) in \( O(1) \) time.

A generalized rank/select data structure for a string is defined as follows. Consider a string \( S[1..n] \) over an alphabet of size \( \sigma \), rank/select data structure for string \( S \) supports
two similar queries. The query \( \text{rank}(S, c, i) \) counts the number of occurrences of character \( c \) in \( S[1..i] \). The query \( \text{select}(S, c, i) \) finds the \( i \)-th position of the character \( c \) in \( S \).

**Proposition 1.2.** (Belazzougui and Navarro [12]) There exists a structure that requires \( nH_k(S) + o(n \log \sigma) \) bits and answers the rank and select queries in \( O(\log \frac{\log \sigma}{\log \log n}) \) time.

### 1.2.3 Some integer data structures

Given an array \( A[1..n] \) of non-negative integers, where each element is at most \( m \), we are interested in the following operations: \( \text{max\_index}_A(i, j) \) returns \( \arg \max_{k \in i..j} A[k] \), and \( \text{range\_query}_A(i, j, v) \) returns the set \( \{ k \in i..j : A[k] \geq v \} \). In case that \( A[1..n] \) is sorted in non-decreasing order, operation \( \text{successor\_index}_A(v) \) returns the smallest index \( i \) such that \( A[i] \geq v \). The data structure for this operation is called the \( y\)-fast trie [113]. The complexities of some existing data structures supporting the above operations are listed in the table in Fig 1.1.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Extra space</th>
<th>Time</th>
<th>Reference</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>rank(_B(i)), select(_B(i))</td>
<td>( \log(n) + o(n) )</td>
<td>( O(1) )</td>
<td>[92]</td>
<td></td>
</tr>
<tr>
<td>max_index(_A(i, j))</td>
<td>( 2n + o(n) )</td>
<td>( O(1) )</td>
<td>[43]</td>
<td></td>
</tr>
<tr>
<td>range_query(_A(i, j, v))</td>
<td>( O(n \log m) )</td>
<td>( O(1 + occ) )</td>
<td>[85], p. 660</td>
<td></td>
</tr>
<tr>
<td>successor_index(_A(v))</td>
<td>( O(n \log m) )</td>
<td>( O(\log \log m) )</td>
<td>[113]</td>
<td>( A ) is sorted</td>
</tr>
</tbody>
</table>

Figure 1.1: The time and space complexities to support the operations defined above.

### 1.2.4 Suffix data structures

Suffix tree and suffix array are classical data structure for text indexing, numerous books and surveys [56, 88, 111] have thoroughly covered them. Therefore, this section only introduces the three core definitions that are essential for our works. They are structures of suffix tree, suffix array and Burrows-Wheeler transform.

![Suffix tree and suffix array](b.png)

Figure 1.2: Suffix array and suffix tree of “cbeba”. The suffix ranges for “b” and “cb” are (3,4) and (5,6), respectively.
Consider any string $S$ with a special terminating character $\$ \text{} \text{}$ which is lexicographically smaller than all the other characters. The suffix tree $T_S$ of the string $S$ is a tree whose edges are labelled with strings such that every suffix of $S$ corresponds to exactly one path from the tree’s root to a leaf. Figure 1.2(b) shows an example suffix tree for $cbeba\$. Searching for a pattern $P$ in the string $S$ is equivalent to finding a path from the root of the suffix tree $T_S$ to a node of $T_S$ or a point in the edge in which the labels of the travelled edges equals $P$.

For a string $S$ with the special terminating character $\$, the suffix array $SA_S$ is the array of integers specifying the starting positions of all suffixes of $S$ sorted lexicographically. For any string $P$, let $st$ and $ed$ be the smallest and the biggest, respectively, indexes such that $P$ is the prefix of suffix $SA_S[i]$ for all $st \leq i \leq ed$. Then, $(st, ed)$ is called a suffix range or $SA_S$-range of $P$. i.e. $P$ occurs at positions $SA_S[st], SA_S[st + 1], \ldots, SA_S[ed]$ in $S$. See Fig. 1.2(a) for example. Pattern searching of $P$ can be done using binary searches in suffix array $SA_S$ to find the suffix range of $P$ (as in [80]).

The Burrows-Wheeler transform [17] of $S$ is a sequence which can be specified as follows:

$$BW_S[i] = \begin{cases} S[SA_S[i] - 1] & \text{if } SA_S[i] \neq 1 \\ S[n] & \text{if } SA_S[i] = 1 \end{cases}$$

For any given string $P$ specified by its suffix range $(st, ed)$ in $SA_S$, operation $backward_search_S(c, (st, ed))$ returns the suffix range in $SA_S$ of the string $P' = cP$, where $c$ is any character and $(st, ed)$ is the suffix range of $P$. The operation $backward_search_S$ can be implemented as follows [36].

```python
1 function backward_search_S(c, (st, ed))
2 Let $l_c$ be the total number of characters in $S$ that is alphabetically less than $c$
3 $st' = l_c + \text{rank}(BW_S, c, st - 1) + 1$
4 $ed' = l_c + \text{rank}(BW_S, c, ed)$
5 return $(st', ed')$
```

Using $backward_search$, the pattern searching for a string $P$ can be done by extending one character at a time.
1.2.5 Compressed suffix data structures

For a text of length \( n \), storing its suffix array or suffix tree explicitly requires \( O(n \log n) \) bits, which is space inefficient. Several compressed variations of suffix array and suffix tree have been proposed to address the space problem. In this section, we discuss about three important sub-families of compressed suffix structures: compress suffix arrays, FM-indexes and compressed suffix trees. Note that, the actual boundaries between the sub-families are quite blur, since the typical operations of structures from one sub-family can usually be simulated by structures from other sub-family with some time penalty. We try to group the structures by their design influences.

First, most of the compressed suffix arrays represent data using the following framework. They store a compressible function called \( \Psi_S \) and a sample of the original array. The \( \Psi_S(i) \) is a function that returns the index \( j \) such that \( SA_S[j] = SA_S[i] + 1 \), if \( SA_S[i] + 1 \leq n \), and \( SA_S[j] = 1 \) if \( SA_S[i] = n \). For any \( i \), entry \( SA_S[i] \) can be computed by \( SA_S[i] = \Psi_S(\Psi_S(\ldots \Psi_S(i) \ldots)) k \)-time. An algorithm using function \( \Psi_S \) to recover the original suffix array from its samples is to iteratively apply \( \Psi_S \) until it finds a sampled entry. The data structures in compressed suffix array family are different by the details of how \( \Psi_S \) is compressed and how the array is sampled. Fig. 1.3 summarized recent compressed suffix arrays with different time-space trade-offs.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Space</th>
<th>( \Psi_S ) time</th>
<th>( SA_S[i] ) time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sadakane[101]</td>
<td>((1 + \frac{1}{2}) n H_0(S) + O(n \log \log \sigma) + \sigma \log \sigma )</td>
<td>( O(1) )</td>
<td>( O(\log^2 n) )</td>
</tr>
<tr>
<td>Grossi et al. [52]</td>
<td>((1 + \frac{1}{2}) n H_k(S) + 2(\log e + 1)n + o(n) )</td>
<td>( O\left(\frac{\log \sigma}{\log \log n}\right) )</td>
<td>( O\left(\frac{\log \sigma \log^2 n}{\log \log n}\right) )</td>
</tr>
<tr>
<td>Grossi et al. [52]</td>
<td>((1 + \frac{1}{2}) n H_k(S) + O\left(\frac{n \log n}{\log^2 \log \log n}\right) )</td>
<td>( O(1) )</td>
<td>( O(\log^2 n + \log \sigma) )</td>
</tr>
<tr>
<td>Ferragina et al. [40]</td>
<td>( n H_k(S) + O\left(\frac{n \log \log \sigma}{\log^2 \log \log n}\right) + O\left(\frac{n}{\log^2 n}\right) )</td>
<td>( O\left(\frac{\log \sigma}{\log \log n}\right) )</td>
<td>( O\left(\frac{\log^2 n \log \sigma}{\log \log n}\right) )</td>
</tr>
</tbody>
</table>

Figure 1.3: Some compressed suffix array data structures with different time-space trade-offs. Note that structure in [40] is also an FM-index.

Second sub-family of the compressed suffix structures is the FM-index sub-family. These indexes based on the compression of the Burrows-Wheeler transform sequence while allowing rank and select operations. The first proposal [36] uses move-to-front transform, then run-length compression, and a variable-length prefix code to compress the sequence. Their index uses \( 5n H_k(S) + o(n \log \sigma) \) bits for any alphabet of size \( \sigma \) which is less than \( \log n / \log \log n \). Subsequently, they developed techniques focused on scaling the index for larger alphabet [39, 76], improving the space bounds [40, 77], refining the technique for practical purpose [34], and speeding up the location extraction operations [49]. For
The third sub-family of compressed suffix structures is compressed suffix tree. The operations of the structures in this sub-family are usually emulated by using suffix array or FM-index plus two other components called tree topology and LCP array. The tree topology records the shape of the suffix tree. For any index $i > 1$, the entry $LCP[i]$ stores the length of the longest common prefix of $S[S_A[i]..n]$ and $S[S_A[i-1]..n]$, and $LCP[1] = 0$. The LCP array can be used to deduce the lengths of the suffix tree branches. The first fully functional suffix tree proposed by Sadakane [102] stores the LCP array in $2n + o(n)$ bits, the tree topology in $4n + o(n)$ bits and an compressed suffix array. Further works [99, 44] on auxiliary data structures reduces the space requirement for the tree topology and the LCP array to $o(n)$. Fig. 1.4 shows some interesting space-time trade-offs for compressed suffix trees.

<table>
<thead>
<tr>
<th></th>
<th>Sadakane [102]</th>
<th>Fischer et al. [44]</th>
<th>Russo et al. [99]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Space</td>
<td>$(1 + \frac{1}{2})nH_k(S) + 6n + o(n)$</td>
<td>$(1 + \frac{1}{2})nH_k(S) + o(n)$</td>
<td>$nH_k(S) + o(n)$</td>
</tr>
<tr>
<td>Child</td>
<td>$O(\log^c n)$</td>
<td>$O(\log^c n)$</td>
<td>$O(\log n(\log \log n)^2)$</td>
</tr>
<tr>
<td>Edge label letter</td>
<td>$O(\log^c n)$</td>
<td>$O(\log^c n)$</td>
<td>$O(\log n \log \log n)$</td>
</tr>
<tr>
<td>Suffix link</td>
<td>$O(1)$</td>
<td>$O(\log^c n)$</td>
<td>$O(\log n \log \log n)$</td>
</tr>
<tr>
<td>Other tree nav.</td>
<td>$O(1)$</td>
<td>$O(\log^c n)$</td>
<td>$O(\log n \log \log n)$</td>
</tr>
</tbody>
</table>

Figure 1.4: Some compressed suffix tree data structures with different time-space trade-offs. Note that we only list the operation time of some important operations.

Theoretical purposes, the result from [40] supersedes all the previous implementations, therefore, we use it as a general reference for FM-index. The index uses $nH_k(S) + o(n \log \sigma)$ bits, while supports the backward search operation in $O(\log \sigma / \log \log n)$ time.
Chapter 2

Directed Acyclic Word Graph

2.1 Introduction

Among all text indexing data-structures, suffix tree [112] and suffix array [80] are the most popular structures. Both suffix tree and suffix array index all possible suffixes of the text. Another variant is directed acyclic word graph (DAWG) [14]. This data-structure uses a directed acyclic graph to model all possible substrings of the text.

However, all above data-structures require $O(n \log n)$-bit space, where $n$ is the length of the text. When the text is long (e.g. human genome whose length is 3 billions basepairs), those data-structures become impractical since they consume too much memory. Recently, due to the advance in compression methods, both suffix tree and suffix array can be stored in only $O(nH_k(S))$ bits [102, 62]. Nevertheless, previous works on DAWG data structures [14, 24, 60] focus on explicit construction of DAWG and its variants. They not only require much memory but also cannot return the locations of the indexed sub-string. Recently, Li et al. [73] also independently presented a DAWG by mapping its nodes to ranges of the reversed suffix array. However, their version can only perform forward enumerate of the nodes of the DAWG. A practical, full functional and small data structure for DAWG is still needed.

In this chapter, we propose a compressed data-structure for DAWG which requires only $O(nH_k(S))$ bits. More precisely, it takes $n(H_k(\overline{S}) + 2H^*_0(\overline{T_S})) + o(n)$ bit-space, where $H_k(\overline{S})$ and $H^*_0(\overline{T_S})$ is the empirical entropy of the reversed input sequence and the suffix tree topology of the reversed sequence. Our data-structure supports navigation of the DAWG in constant time and decodes each of the locations of the substrings.
represented in some node in $O(\log n)$ time.

In addition, this chapter also describes one problem which can be solved more efficiently by using the DAWG than suffix tree. This application is called local alignment; the input is a database $S$ of total length $n$ and a query sequence $P$ of length $m$. Our aim is to find the best local alignment between the pattern $P$ and the database $S$ which maximizes the number of matches. This problem can be solved in $\Theta(nm)$ time by the Smith-Waterman algorithm [107]. However, when the database $S$ is known in advance, we can improve the running time. There are two groups of methods (see [108] for a detailed survey of the methods). One group is heuristics like Oasis[83] and CPS-tree[114] which do not provide any bound. Second group includes Navarro et al. method[87] and Lam et al. method[70] which can guarantee some average time bound. Specifically, the previously proposed solution in [70] built suffix tree or FM-index data-structures for $S$. The best local alignment between $P$ and $S$ can be computed in $O(nm^2)$ worst case time and $O(n^{0.628}m)$ expected time in random input for the edit distance function or a scoring function similar to BLAST [2]. We showed that, by building the compressed DAWG for $S$ instead of suffix tree, the worst case time can be improved to $O(nm)$ while the expected time and space remain the same. Note that, the worst case of [70] happens when the query is long and occurs inside the database. That means their algorithm runs much slower when there are many positive matches. However, the alignment is a precise and expensive process; people usually only run it after having some hints that the pattern has potential matches to exhaustively confirm the positive results. Thus, our worst case improvement means the algorithm will be faster in the more meaningful scenarios.

The rest of this chapter is organized as follows. In Section 2, we review existing data-structures. Section 3 describes how to simulate the DAWG. Section 4 shows the application of the DAWG in the local alignment problem.

2.2 Basic concepts and definitions

Let $\Sigma$ be a finite alphabet and $\Sigma^*$ be the set of all strings over $\Sigma$. The empty string is denoted by $\varepsilon$. If $S = xyz$ for strings $x, y, z \in \Sigma^*$, then $x, y,$ and $z$ are denoted as prefix, substring, and suffix, respectively, of $S$. For any $S \in \Sigma^*$, let $|S|$ be the length of $S$.  

2.2.1 Suffix tree and suffix array operations

Recall some definitions about suffix tree and suffix array from Section 1.2.4: let $A_S$ and $T_S$ denote the suffix array and suffix tree of string $S$, respectively. Any substring $x$ of $S$ can be represented by a pair of indexes $(st, ed)$, called suffix range. The operation $\text{lookup}(i)$ returns $A_S[i]$. Consider a suffix range $(st, ed)$ in $A_S$ for some string $P[1..m]$, the operation $\text{backward-search}(st, ed, c)$ returns another suffix range $(st', ed')$ for $cP[1..m]$.

For every node $u$ in the suffix tree $T_S$, the string on the path from the root to $u$ is called the path label of the node $u$, denoted as $\text{label}(u)$.

In this work, we require the following operations on the suffix tree:

- $\text{parent}(u)$: return the parent node of node $u$.
- $\text{leaf-rank}(u)$: returns the number of leaves less than or equal to $u$ in preorder sequence.
- $\text{leaf-select}(i)$: returns the leaf of the suffix tree which has rank $i$.
- $\text{leftmost-child}(u)$: returns the leftmost child of the subtree rooted at $u$.
- $\text{rightmost-child}(u)$: returns the rightmost child of the subtree rooted at $u$.
- $\text{lca}(u, v)$: returns the lowest common ancestor of two leaves $u$ and $v$.
- $\text{depth}(u)$: returns the depth of $u$. (i.e. the number of nodes from $u$ to the root minus one).
- $\text{level-ancestor}(u, d)$: returns the ancestor of $u$ with depth $d$.
- $\text{suffix-link}(u)$ returns a node $v$ such that $\text{label}(v)$ equals the string $\text{label}(u)$ with the first character removed.
Suffix tree and suffix array are closely related. If the children of each node in the suffix tree $T_S$ are ordered lexically according to the labels of the edges, the suffixes corresponding to the leaves of $T_S$ are ordered exactly the same as that of the suffix array $A_S$. Therefore, the rank-$i$ leaf of $T_S$ is one-to-one mapped to $A_S[i]$. For any node $w$ in the suffix tree $T_S$, let $u$ and $v$ be the leftmost and the rightmost leaves, respectively. The suffix range of $\text{label}(w)$ is $(\text{leaf-rank}(u), \text{leaf-rank}(v))$.

In the suffix tree, some leaves hang on the tree by edges whose labels are just the single terminal character $. These are called trivial leaves; all remaining nodes in the tree are called non-trivial nodes. In Fig. 2.1, leaf number 6 is a trivial leaf.

### 2.2.2 Compressed data-structures for suffix array and suffix tree

For a text of length $n$, storing its suffix array or suffix tree explicitly requires $O(n \log n)$ bits, which is space inefficient. Several compressed variations of suffix array and suffix tree, whose sizes are in $O(nH_k(S))$ bits, have been proposed to address the space problem.

For the compressed data structure on suffix array, Ferragina and Manzini introduced a variant called FM-index which can be stored in $O(nH_k(S))$ bits and supports backward-search($st, ed, c$) in constant time. This result was further improved by Mäkinen and Navarro to $nH_k(n) + o(n)$ bits.

For the data structures on suffix tree, using the idea of Grossi et al. Sadakane, and Jansson et al., we can construct an $O(n)$-bit data-structure which supports suffix-link($u$) and all the tree operations in constant time. Given a tree $T$, the tree degree entropy is defined as $H^*_0(T) = \sum_i \frac{n_i}{n} \log \frac{n}{n_i}$ where $n$ is the number of nodes in $T$, $n_i$ is the number of nodes with $i$ children. Below three lemmas summarize the space and the operations supported by these data-structures.

**Lemma 2.1.** (Jansson et al. 62) Given a tree $T$ of size $n$, there is an $nH^*_0(T) + o(n)$ bits data structure that supports the following operations in constant time: parent($u$), leaf_rank($u$), leaf_select($i$), leftmost_child($u$), rightmost_child($u$) and lca($u, v$), depth($u$) and level-ancestor($u, d$).

**Lemma 2.2.** (Sadakane 102) Given a sequence $S$ of length $n$, the suffix tree $T_S$ can be stored using $4n + nH_k(S) + o(n)$ bits and supports the operation suffix-link($u$) in constant time.
Lemma 2.3. (Mäkinen and Navarro [77]) Given the $nH_k(n) + o(n)$ bit FM-index of the sequence $S$, for every suffix range $(st, ed)$ of the suffix array and every character $c$, the operation $\text{backward-search}(st, ed, c)$ runs in constant time; and the operation $\text{lookup}(i)$ runs in $O(\log n)$ time.

Corollary 2.4. Given a sequence $S$ of length $n$, let $T_S$ be the suffix tree of $S$. There is a data structure that supports all the tree operations in Lemma 2.1, the suffix-link($u$) operation in Lemma 2.2 and the backward-search($st, ed, c$) operation in Lemma 2.3 using $n(H_k(S) + 2H^*_0(T_S)) + o(n)$ bits.

Proof. We recombine and refine the data structures from Lemma 2.1, 2.2 and 2.3 to obtain a data structure that supports the necessary operations. The data structure consists of two components: (i) the suffix tree topology from Lemma 2.1 detailed in [62], (ii) the FM-index detailed in [77]. Since the operations on tree and backward-search were already supported by these Lemma, we will only show how to simulate suffix-link operation using these two components.

In [102], $\Psi[i]$ is defined as an array such that $\Psi[i] = i'$ if $A_S[i'] = A_S[i] + 1$ and $\Psi[i] = 0$ otherwise. suffix-link($u$) can be computed following this procedure: Let $x = \text{leaf-rank(\text{leftmost-child}(u))}$ and $y = \text{leaf-rank(\text{rightmost-child}(u))}$. Let $x' = \Psi[x]$ and $y' = \Psi[y]$. It is proved that $\text{suffix-link}(u) = \text{lca(leaf-select}(x'), \text{leaf-select}(y'))$. Since all the tree operations are available, we need to simulate the $\Psi[i]$ using the FM-index. This result was actually proven in [47] (Section 3.2). Therefore, all the operations can be supported using the suffix tree topology and the FM-index.

For the space complexity, the FM-index takes $nH_k(n) + o(n)$ bit-space. The suffix tree topology takes $2nH^*_0(T_S) + o(n)$, since the suffix tree of a sequence of length $n$ can have up to $2n$ nodes. The space bound therefore is $nH_k(n) + 2nH^*_0(T_S) + o(n)$.

2.2.3 Directed Acyclic Word Graph

Apart from suffix tree, we can index a text $S$ using a directed acyclic word graph (DAWG). Prior to define the DAWG, we first define the end-set equivalence relation. Let $S = a_1a_2\ldots a_n$ ($a_i \in \Sigma$) be a string in $\Sigma^*$. For any non-empty string $y \in \Sigma^*$, its end-set in $S$ is defined as $\text{end-set}_S(y) = \{ i \mid y = a_{i-|y|+1} \ldots a_i \}$. In particular, $\text{end-set}_S(\varepsilon) = \{0, 1, 2, \ldots, n\}$. An end-set equivalence class is a set of substrings of $S$ which have the
same end-set. For any substring \( x \) of \( S \), we denote \([x]_S\) as the end-set equivalence class containing the string \( x \), i.e., \([x]_S = \{ y \mid y \in \Sigma^*, \text{end-set}_S(x) = \text{end-set}_S(y) \}\). Note that \([x]_S = [y]_S\) if and only if \( \text{end-set}_S(x) = \text{end-set}_S(y) \) for any strings \( x \) and \( y \). Moreover, the set of all end-set equivalence classes of \( S \) forms a partition of all substrings of \( S \).

The DAWG \( D_S \) for a string \( S \) is defined as a directed acyclic graph \((V,E)\) such that \( V \) is the set of all end-set equivalence classes of \( S \) and \( E = \{ ([x]_S, [xa]_S) \mid x \text{ and } xa \text{ are substrings of } S, \text{end-set}_S(x) \neq \text{end-set}_S(xa) \}\). Furthermore, every edge \(([x]_S, [xa]_S)\) is labeled by the character \( a \). Denote \( c_{(u,v)} \) as the edge label of an edge \((u,v)\).

In the DAWG \( D_S \), \([\varepsilon]_S = \{0, 1, \ldots, n\}\) is the only node with in-degree zero. Hence, \([\varepsilon]_S\) is called the source node. For every path \( P \) in \( D_S \) starting from the source node, let its path label be the string obtained by concatenating all labels of the edges on \( P \). A DAWG \( D_S \) has an important property: For every node \( u \) in \( D_S \), the set of path labels of all paths between the source node and \( u \) equals the end-set equivalence class of \( u \).

For example, Fig. 2.2 shows the DAWG for \( S = \text{abc}bc \). We have \( \text{end-set}_S(bc) = \text{end-set}_S(c) = \{3, 5\}\). Hence, \( \{bc, c\}\) forms an end-set equivalence class.

The following theorem obtained from \cite{14} states the size bound of a DAWG. Note that the size bound is tight. The upper bounds for the number of nodes and edges are achieved when \( S = ab^n \) and \( S = ab^n c \) respectively, for some distinct letters \( a, b, c \in \Sigma \).

**Theorem 2.5.** (Blumer et al. \cite{14}) Consider any string \( S \) of length at least 3 (i.e. \( n \geq 3 \)). The Directed Acyclic Word Graph \( D_S \) for \( S \) has at most \( 2n - 1 \) states, and \( 3n - 4 \) transition edges (regardless of the size of \( \Sigma \)).
For any string \(x\), we denote \(\overline{x}\) as the reverse sequence of \(x\). Consider a string \(S\), let \(\mathcal{D}_S\) be the DAWG of \(S\) and \(\mathcal{T}_S\) be the suffix tree of \(S\). For every non-trivial node \(u\) in \(\mathcal{T}_S\), let \(\gamma(u)\) be \([\text{label}(u)]_S\). (Please refer to the end of Section 2.1 for the definition of non-trivial.) The following lemma states the relationship between a DAWG and a suffix tree.

**Lemma 2.6.** (Blumer et al. [14]) The function \(\gamma\) is a one-to-one correspondence mapping from the non-trivial nodes of \(\mathcal{T}_S\) to the nodes of \(\mathcal{D}_S\).

For example, for the suffix tree in Fig. 1.2(b) and the DAWG in Fig. 2.2, the internal node of the suffix tree with path label “cb” maps to node \([\overline{bc}]_S = \{bc, c\}\) in the DAWG. In fact, every non-trivial node in the suffix tree maps to a node in the DAWG, and vice versa. Precisely, the root of the suffix tree maps to the source node of the DAWG, the internal node with path label “b” maps to node \(\{b\}\), the internal node with path label “cb” maps to node \(\{bc, c\}\), leaf 5 maps to node \(\{a\}\), leaf 4 maps to node \(\{ab\}\), leaf 2 maps to node \(\{abcb, bcb, cb\}\), leaf 3 maps to node \(\{abc\}\), and leaf 1 maps to node \(\{abcbc, bcbc,cbc\}\).

### 2.3 Simulating DAWG

Consider a sequence \(S\) of length \(n\), this section describes an \(O(n)\)-bit data-structure for the DAWG \(\mathcal{D}_S\) which supports the following four operations to navigate in the graph in constant time:

- **Get-Source()**: returns the source node of \(\mathcal{D}_S\);
- **Find-Child\((u, c)\)**: returns the child \(v\) of \(u\) in \(\mathcal{D}_S\) s.t. \((u, v)\) is labeled by \(c\).
- **Parent-Count\((u)\)**: returns the number of parents of \(u\) in \(\mathcal{D}_S\).
- **Extract-Parent\((u, i)\)**: returns the \(i\)-th parent where \(1 \leq i \leq \text{Parent-Count}(u)\).

We also support two operations which help to extract the substring information of each node. The first operation, denoted \(\text{End-Set-Count}(u)\), returns the number of members of the end-set at node \(u\) in constant time. The second operation, denoted \(\text{Extract-End-Set}(u, i)\), returns the \(i\)-th end point in the set in \(O(\log n)\) time.
To support the operations, we can store the nodes and the edges of $D_S$ directly. However, such a data-structure requires $O(n \log n)$-bit space. Instead, this section shows that, given the FM-index of $S$ and the compressed topology of the suffix tree of $S$ (summarized in Corollary 2.4), we can simulate the DAWG $D_S$ and support all operations efficiently with $O(n)$ bits space.

First, we analyse the space complexity. Both the FM-index of $S$ and the compressed suffix tree $T_S$ can be stored in $n (H_k(S) + H^{0}_0(T_S) + o(n))$ bits.

Next, we describe how to represent the nodes in the DAWG $D_S$. Lemma 2.6 implies that each non-trivial node $u$ in $T_S$ is one-to-one corresponding to a node $\gamma(u)$ in $D_S$. Hence, in our simulation, the non-trivial node $u$ in $T_S$ represents the node $\gamma(u)$ in $D_S$.

Below four subsections describe how can we support the following operations: Get-Source(), Find-Child(u, c), Parent-Count(u), Extract-Parent(u, i), End-Set-Count(u) and Extract-End-Point(u, i). The implementation details is shown in Listings 2.1, 2.2, 2.3 and 2.4.

```plaintext
function Get-Source() { return the root node of $T_S$; }

Listing 2.1: Operation Get-source: returns the source node of $D_S$

function Find-Child(u, c)
    st, ed = leftmost-child(u), rightmost-child(u);
    st', ed' = backward-search(st, ed, c);
    if ((st', ed') is a valid range)
        l, r = leaf-select(st'), leaf-select(ed');
        return lca(l, r);
    else return nil;

Listing 2.2: Operation Find-Child: finds the child node $v$ of $u$ such that the edge label of $(uv)$ is $c$

function Parent-Count(u)
    if (u is the root node) return 0; /* no parent for source node */
    v = parent(u);
    b = suffix-link(u);
    if (v is the root node) /* The list is [b, p_2, .., p_{k-1}, v], where p_i is parent*/
        return depth(b) - depth(v) + 1; /* of p_{i-1}, p_2 is parent of b, v is parent of p_{k-1}*/

Listing 2.3 and 2.4
```
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else
  
e = suffix-link(v); /* The list is [b, p_2, ..., p_{k-1}, e] */

return depth(e) - depth(b); /* excluding e */

function Extract-Parent(u, i)
  
b = suffix-link(u);

return level-ancestor(b, depth(b) + i - 1)

Listing 2.3: Operation Parent-Count and Extract-Parent: use to list parents of the node u in D_S

function End-Set-Count(u)
  
st, ed = leftmost-child(u), rightmost-child(u);

return ed - st + 1;

function Extract-End-Point(u, i)
  
st = leftmost-child(u);

return n + 1 - lookup(i + st - 1);

Listing 2.4: Operations End-Set-Count and Extract-End-Point

2.3.1 Get-Source operation

The source node in D_S is [ε]_S, which is represented by the root in T_S. Hence, the operation Get-Source() just returns the root in T_S, which takes constant time.

2.3.2 End-Set operations

Each node in the DAWG D_S is represented directly by a node in the suffix tree T_S. Consider a non-trivial node u in T_S, operations End-Set-Count(u) and Extract-End-Point(u, i) can be used to list the ending locations of label(u) in string S. In fact, these ending locations can be derived from the starting location of label(u) in S.

By definition, the starting locations of label(u) in S are \{A_S[i] | i = st, ..., ed\} where st = leftmost_child(u) and ed = rightmost_child(u). Hence, the ending locations of label(u) in S are \{n + 1 - A_S[i] | i = st, ..., ed\}. Line 2 in Listings 2.4 captures st and ed. The size of the end-set is thus ed - st + 1. To extract each ending location, we can use operation Extract-End-Point(u, i). Line 7 computes A_S[i + st - 1] by calling the lookup
operation of the FM-index of $S$ and reports the locations. Since the lookup operation in
FM-index takes $O(\log n)$ time, the cost of extracting each end point is $O(\log n)$ time.

2.3.3 Child operation

Consider a non-trivial node $u$ in $T_S$ which represents the node $\gamma(u)$ in $D_S$. This section
describes the operation $\text{Find-Child}_S(u, c)$ which returns a non-trivial node $v$ in $T_S$ such
that $\gamma(v)$ is the child of $\gamma(u)$ with edge label $c$. Our solution is based on the following
two lemmas:

Lemma 2.1. Consider a string $S$, the DAWG $D_S$, and the suffix tree $T_S$. For any
non-trivial node $u$ in $T_S$, if $v = \text{Find-Child}_S(u, c)$ is not nil in $T_S$, then $(\gamma(u), \gamma(v))$ is an
edge in $D_S$ with edge label $c$.

Proof. Suppose $x$ is the path label of $u$ in $T_S$. Line 2 in Listing 2.2 converts the node $u$ to
the suffix range $(st, ed)$ in $A_T$ which represents the same substring $x$. By the definition of
backward-search $(st, ed, c)$, line 3 finds the suffix range $(st', ed')$ in $A_T$ which represents
$cx$. Since $v$ is not nil, $(st', ed')$ is a valid range. After the computation in line 5, $st'$ and
$ed'$ are mapped back to two leaves $l$ and $r$, respectively, of $T_S$. Note that label($l$) and
label($r$) both share $cx$ as the prefix. Hence, $cx$ should be a prefix of the path label of
$v = \text{lca}(l, r)$. In addition, since $cx$ does not contain the terminal character $\$, $v$ should be
a non-trivial node. As label($v$) is at least longer than $x = \text{label}(u)$, $u$ and $v$ are different
nodes in $T_S$. By Lemma 2.6, $\gamma(u) = [\overline{x}]_S$ and $\gamma(v) = [\overline{xc}]_S$ are different. By the definition
of $D_S$, $(\gamma(u), \gamma(v)) = ([\overline{x}]_S, [\overline{xc}]_S)$ is an edge in $D_S$ with edge label $c$. \hfill \Box

Lemma 2.2. For any node $u$ in $T_S$, if $\text{Find-child}(u, c)$ is nil, then $\gamma(u)$ will not have
any child with edge label $c$ in $D_S$.

Proof. By contrary, assume that there is a node $\gamma(v)$ in $D_S$ such that $(\gamma(u), \gamma(v))$ is an
edge in $D_S$ with label $c$. Let $x = \text{label}(u)$ in $T_S$. By definition, $\overline{x}$ is one of the path labels
from the source node to $\gamma(u)$ in $D_S$. Since $\gamma(v)$ is a child of $\gamma(u)$ with edge label $c$, $\overline{xc}$ is
a substring of $\overline{S}$. However, since backward-search $(st, ed, c)$ does not return a valid range,$cx$ is not a substring of $\overline{S}$, i.e. $\overline{xc}$ is not a substring of $S$, which is a contradiction. \hfill \Box

Based on the above lemmas, given a non-trivial node $u$ in $T_S$ which represents the
node $\gamma(u)$ in $D_S$, the algorithm $\text{Find-child}_S(u, c)$ in Listing 2.2 returns another non-trivial
node $v$ in $T_S$ such that $\gamma(v)$ is the child of $\gamma(u)$ with edge label $c$. 20
Since backward-search(st, ed, c), leftmost-child(u), rightmost-child(u), leaf-select(i), lca(u, v) each take O(1) time, Find-child_S(u, c) can be computed in O(1) time.

### 2.3.4 Parent operations

Consider a non-trivial node u in T_S which represents the node γ(u) in D_S. This section describes the operation Parent-Count(u) and Extract-Parent(u, i) which can be used to list all parents of γ(u). Precisely, we present a constant time algorithm which finds two non-trivial nodes b and e in T_S where e is the ancestor of b in T_S. We show that γ(p) is a parent of γ(u) in D_S if and only if node p is in the path between b and e in T_S. Our solution is based on the following lemmas.

#### Lemma 2.3.
Consider a non-trivial node u such that u is not the root of T_S, let v be u’s parent and x = label(v) and xy = label(u). For any non-empty prefix z of y, we have γ(u) = \([xy]_S = [xz]_S\). In fact, γ(u) = \{(xz) | z is a non-empty prefix of y\}.

**Proof.** Let \(\{o_i\}\) be the set of starting positions where xy occurs in \(\overline{S}\). By definition, end-set_S((xy)) = \(\{n - o_i\}\). Consider a string xz where z is some non-empty prefix of y. Since there is no branch between u and v in T_S, xz is the prefix of all suffixes represented by the leaves under the subtree at u. Hence, the set of starting locations of xz in \(\overline{S}\) and that of xy are exactly the same, which is \(\{o_i\}\). By definition, end-set_S((xz)) = \(\{n - o_i + 1\}\).

Hence, γ(u) = \([xy]_S = [xz]_S\).

Note that only xz can occur at \(\{o_i\}\) in \(\overline{S}\) for all non-empty prefix z of y. Thus, γ(u) = \(\{(xz) | z is a non-empty prefix of y\}\). \(\square\)

For any non-trivial node u in T_S, below two lemmas states how to find the parents of γ(u) in D_S. Lemma 2.4 covers the case when u’s parent is not a root node of T_S; and Lemma 2.5 covers the other case.

#### Lemma 2.4.
Consider a non-trivial node u whose parent, v, is not the root node in T_S. Suppose suffix-link(u) = b and suffix-link(v) = e. For every node p in the path from b to e (excluding e) in T_S, γ(p) is a parent of γ(u) in D_S.

**Proof.** Since v is not the root node, let ax and axy be the path labels of v and u, respectively, in T_S where a ∈ Σ and x, y ∈ Σ*. By the definition of suffix link, we have x = label(e) and xy = label(b). Note that a suffix link from a non-trivial node points to another non-trivial node.
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(Necessary condition) For any node \( p \) on the path from \( b \) to \( e \) in \( T_S \), the path label of \( p \) is 
\[ \text{label}(p) = xz \] 
where \( z \) is some non-empty prefix of \( y \). Since \( p \) and \( u \) are two different nodes in \( T_S \), \( \gamma(p) \) and \( \gamma(u) \) are two different nodes in \( \mathcal{D}_S \) (see Lemma 2.6). From Lemma 2.3, 
\[ \gamma(u) = [(axy)]_S = [(axz)]_S. \] 
By definition of DAWG, \( (\gamma(p), \gamma(u)) = ([(xz)]_S, [(axz)]_S) \) is an edge in \( \mathcal{D}_S \) with edge label \( a \). This implies that \( \gamma(p) \) is a parent of \( \gamma(u) \).

(Sufficient condition) Note that 
\[ \text{label}(v) = ax \] 
and 
\[ \text{label}(u) = axy \] 
in \( T_S \). By Lemma 2.3, \( \gamma(u) = \{[(axz)]_S | z \text{ is non-empty prefix of } y\} \). Suppose \( \gamma(p) \) is parent of \( \gamma(u) \) in \( \mathcal{D}_S \). By definition of DAWG, \( \gamma(p) \) must be \( [(xz)]_S \) for some \( z \) is non-empty prefix of \( y \). This implies that the path label of \( p \) in \( T_S \) is \( xz \). Thus, \( p \) is a node on the path from \( b \) to \( e \) excluding \( e \).

\[ \square \]

Lemma 2.5. Consider a non-trivial node \( u \) whose parent is the root node of \( T_S \). Suppose 
\[ \text{suffix-link}(u) = b. \] 
The set of parents of \( \gamma(u) \) in \( \mathcal{D}_S \) is \( \{\gamma(p) | p \text{ is any node on the path from } b \text{ to the root in } T_S\} \).

Proof. Let \( v \) be the root node of \( T_S \). Let \( ax \) be the path label of \( u \). We have \( \text{label}(b) = x \).
From Lemma 2.3, \( \gamma(u) = [z]_S \) where \( z \) is any non-empty prefix of \( x \). Since every node \( p \) on the path from the root to \( b \) (excluding the root) has a path label which is a non-empty prefix of \( x \). Similar to the argument in Lemma 2.4, we can show that \( \gamma(p) \) is a parent of \( \gamma(u) \). In addition, the source node of \( \mathcal{D}_S \), \( \gamma(v) = [\varepsilon]_S \), is also a parent of \( \gamma(u) \) since 
\[ \gamma(v) = [\varepsilon]_S \text{ and } \gamma(u) = [z]_S = [a]_S. \] 
\[ \square \]

Based on the above lemmas, the algorithms in Listing 2.3 can list all parents of \( u \) in \( \mathcal{D}_S \). In the operation Parent-Count(\( u \)), line 6 corresponds to the case in Lemma 2.5 and line 8-9 corresponds to the case in Lemma 2.4. In the operation Extract-Parent(\( u, i \)), since the last node in the list is always an ancestor of the first node \( b = \text{suffix-link}(u) \), the interested node is the \( i \)-th parent of \( b \) in \( T_S \). The operation level-ancestor (in Lemma 2.1) is used to compute the answer.

In summary, we have the following theorem:

**Theorem 2.6.** Given a sequence \( S \), there is a data structure to simulate the DAWG \( \mathcal{D}_S \) that uses 
\[ n(H_k(S)) + 2H_0^*(T_S)) + o(n). \] 
It supports Get-Source(), Find-Child(\( u, c \)), Parent-Count(\( u \)), Extract-Parent(\( u, i \)), End-Set-Count(\( u \)) in \( O(1) \) time and support 
Extract-End-Set(\( u, i \)) in \( O(\log n) \) time.
2.4 Application of DAWG in Local alignment

This section studies the local alignment problem. Consider a database $S$ of length $n$. For any string $P$ of length $m$, our aim is to compute the best local alignment between $P$ and $S$. By indexing the database $S$ using an $O(n)$-bit FM-index data-structure, Lam et al. \[70\] showed that under a scoring function similar to BLAST, the best local alignment between any query pattern $P$ and $S$ can be computed using $O(n^{0.628}m)$ expected time in random input and $Omn^2$ worst case time. Their worst case time happens when $P$ is long and occurs inside $S$.

In this work, we show that, by replacing the FM-index data-structure by the $O(n)$-bit compressed DAWG, we can narrow down the gap between the worst case and the expected case. Thus, improve the running time when there are many positive matches. Specifically, the worst case time can be improved from $O(nm^2)$ to $Omn$ while the expected running time in random input remains the same.

2.4.1 Definitions of global, local, and meaningful alignments

Let $X$ and $Y$ be two strings in $\Sigma^*$. A space “−” is a special character that is not in these two strings. An alignment $A$ of $X$ and $Y$ are two equal length strings $X'$ and $Y'$ that may contain spaces, such that (i) removing spaces from $X'$ and $Y'$ will get back $X$ and $Y$, respectively; and (ii) for any $i$, $X'[i]$ and $Y'[i]$ cannot be both spaces.

For every $i$, the pair of characters $X'[i]$ and $Y'[i]$ is called an indel if one of them is the space character, a match if they are the same, and a mismatch otherwise. The alignment score of an alignment $A$ equals $\sum_i \delta(X'[i],Y'[i])$, where $\delta$ is a scoring scheme defined over the character pairs.

Let $S$ be a string of $n$ characters and $P$ be a pattern of $m$ characters. Below, we define the global alignment problem and the local alignment problem.

- The global alignment problem is to find an alignment $A$ between $S$ and $P$ which maximizes $A$’s alignment score with respect to a scoring scheme $\delta$. Such score is denoted as global-score($S,P$).

- The local alignment problem is to find an alignment $A$ between any substring of $S$ and any substring of $P$ which maximizes $A$’s alignment score. Such score is denoted
as local-score$(S, P)$. Precisely, $\text{local-score}(S, P) = \max\{\text{global-score}(S[h..i], P[k..j]) \mid 1 \leq h \leq i \leq n, 1 \leq k \leq j \leq m\}$.

In practical situations, people use alignment to find string similarity; therefore, they are only interested in alignment which has enough matches (e.g. more than 50% of the positions are matches). In [70], the meaningful alignment is defined as follows:

- Consider a scoring scheme $\delta$ where mismatches and indels have negative score. Let $A = (X’, Y’)$ be an alignment of two strings $X$ and $Y$. $A$ is called a meaningful alignment if and only if the alignment scores of all the non-empty prefixes of the aligned strings $X’$ and $Y’$ is greater than zero, i.e., $\text{global-score}(X'[1..i], Y'[1..i]) > 0$ for all $i = 1, \ldots, |X'|$. Otherwise, $A$ is said to be meaningless.

Note that from this point, we only consider scoring scheme where mismatch and indel have negative scores. And, we only consider local alignment score which is greater than or equal to zero.

Consider two strings $S$ and $P$, we define meaningful-score$(S, P)$ as the best meaningful alignment score between $S$ and $P$ if one exists. If it does not exist, meaningful-score$(S, P)$ is $-\infty$. Authors in [70] showed the following relationship between local alignment and meaningful alignment:

**Lemma 2.1.** (Lam et al. [70]) We have

$$\text{local-score}(S, P) = \max_{1 \leq h \leq i \leq n, 1 \leq k \leq j \leq m} \text{meaningful-score}(S[h..i], P[k..j])$$

### 2.4.2 Local alignment using DAWG

Consider a database $S$ and a pattern $P$. Let $D_S = (V, E)$ be the DAWG of $S$ (i.e. the DAWG of the concatenation of all strings in $S$ separated by $\$$. This section derives a dynamic programming solution to compute $\text{local-score}(P, S)$.

Recall that each node $u \in V$ represents the set of path labels of all possible paths from the source node to $u$. We say a string $x \in u$, if $x$ is a path label of a path from the source node to $u$. Note that these sets form a partition of all substrings in $S$.

First, we define a recursive formula. For every $j \leq |P|$, for every node $u \in D_S$, we denote $N_j[u] = \max_{k \leq j, y \in u} \text{meaningful-score}(P[k..j], y)$. Below lemma states the recursive formula for computing $N_j[v]$.
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Lemma 2.2. The meaningful alignment score \( N_j[u] \) defined above satisfies the following recursive formula:

\[
N_j[\varepsilon] = 0 \quad \forall j = 0..m
\]

\[
N_0[u] = -\infty \quad \forall u \in V - \{\varepsilon\}
\]

\[
N_j[u] = \text{filter}\left( \max_{(v,s) \in E} \begin{cases} 
N_{j-1}[v] + \delta(P[j], c_{(v,u)}) & \text{(Case A)} \\
N_{j-1}[u] + \delta(P[j], -) & \text{(Case B)} \\
N_j[v] + \delta(-, c_{(v,u)}) & \text{(Case C)} 
\end{cases} \right) 
\]

where \( \text{filter}(x) = x \) if \( x > 0 \); and \( -\infty \), otherwise.

\[
(2.1)
\]

Proof. Let \( \text{score}(x, y) \) be the short name for meaningful-score\((x, y)\).

Proof by induction: The base case where \( u = \varepsilon \) or \( j = 0 \) is obviously hold. Given any topological order \( \pi = \pi_1 \pi_2 \ldots \pi_k \) of the nodes of \( D_S \) (note that \( \pi_1 = [\varepsilon]_S \)), assume \( N_j[u] \) satisfies the recursive relation for all \( j \leq l \) and \( u = \pi_1, \ldots, \pi_{i-1}, \pi_i \) except \( N_l[\pi_i] \). Below, we show that the following equation is correct for \( j = l \) and \( u = \pi_i \), that is:

\[
\text{filter}\left( \max_{(v,s) \in E} \begin{cases} 
N_{l-1}[v] + \delta(P[l], c_{(v,\pi_i)}) \\
N_{l-1}[\pi_i] + \delta(P[l], -) \\
N_l[v] + \delta(-, c_{(v,\pi_i)}) 
\end{cases} \right) = \max_{x = P[k..l], y \in \pi, k \leq l} \text{score}(x, y) \quad (2.2)
\]

where \( \text{filter}(x) = x \) if \( x > 0 \); and \( -\infty \), otherwise

We will prove both \( \text{LHS} \leq \text{RHS} \) and \( \text{LHS} \geq \text{RHS} \).

\( \text{LHS} \leq \text{RHS} \) Let \( A = N_{l-1}[v] + \delta(P[l], c_{(v,\pi_i)}) \), \( B = N_{l-1}[\pi_i] + \delta(P[l], -) \) and \( C = N_l[v] + \delta(-, c_{(v,\pi_i)}) \). Note that \( \text{filter}(\max_{(v,s) \in E} \{A, B, C\}) = \max_{(v,s) \in E} \{\text{filter}(A), \text{filter}(B), \text{filter}(C)\} \). If any of \( A, B \) or \( C \) is not positive, after applying \( \text{filter} \) it becomes \(-\infty\). Then, we do not need to care about that term any more.

Consider \( A = N_{l-1}[v] + \delta(P[l], c_{(v,\pi_i)}) \). If \( A \) is positive, base on the inductive assumption, we have \( N_{l-1}[v] = \max_{x = P[k..l-1], y \in \pi, k \leq l-1} \text{score}(x, y) \). Let \( (X_1, Y_1) = \arg \max_{x = P[k..l-1], y \in \pi, k \leq l-1} \text{score}(x, y) \). Consider a string \( X_a = X_1 \cdot P[l] \) and \( Y_a = \ldots \)
As, \( N \) is still correct. Therefore, we have

\[ A \leq \text{score}(X_a, Y_a). \]  

(In fact, we can prove that \( A = \text{score}(X_a, Y_a) \), but it is not necessary.) As \( X_a \) is a substring of \( P \) ending at \( l \) and \( Y_a \) is a string in \( \pi_i \), this means \( \text{filter}(N_{l-1}[v] + \delta(P[l], c(v, \pi_i))) \leq \text{score}(X_a, Y_a) \leq \text{RHS}. \)

Consider \( B = N_{l-1}[v] + \delta(P[l], -) \), similar to the previous case for \( A \), let \((X_2, Y_2) = \arg\max_{x = P[k..l-1], y \in \pi, k \leq l-1} \text{score}(x, y)\), then choose \( X_b = X_2 \cdot P[l] \) and \( Y_b = Y_2 \). For \( C = N_l[v] + \delta(-, c(v, \pi_i)) \), let \((X_3, Y_3) = \arg\max_{x = P[k..l], y \in \pi, k \leq l} \text{score}(x, y)\), choose \( X_c = X_3 \) and \( Y_c = Y_3 \cdot c(v, \pi_i) \). We both have \( \text{filter}(B) \leq \text{score}(X_b, Y_b) \) and \( \text{filter}(C) \leq \text{score}(X_c, Y_c) \). Therefore, we have \( \max\{\text{filter}(A), \text{filter}(B), \text{filter}(C)\} \leq \max\{\text{score}(X_a, Y_a), \text{score}(X_b, Y_b), \text{score}(X_c, Y_c)\} \leq \text{RHS} \). That implies \( \text{LHS} \leq \text{RHS} \).

\((\text{LHS} \geq \text{RHS})\) By definition, meaningful score is either a positive number or \(-\infty\).

If \( \text{RHS} \) is \(-\infty\), this implies no meaningful alignment exists between any substring of \( P \) ends at \( j \) and any substring of \( S \) represented by a node \( \pi_i \). Obviously, \( \text{LHS} \geq \text{RHS} \) is still correct.

If \( \text{RHS} \) is a positive number, let \((X, Y) = \arg\max_{x = P[k..l], y \in \pi, k \leq l} \text{score}(x, y)\). \( X \) should equal to a substring of \( P \) which ends at \( l \), and \( Y \) should equal to a substring of \( S \) represented by a node \( u \) in \( D_S \). Let \((X', Y')\) be the best alignment of \((X, Y)\). Let \( a, b \) be the last character of \( X' \) and \( Y' \), respectively. There are three cases for \( a \) and \( b \): (i) \( a, b \in \Sigma \), (ii) \( a \in \Sigma \) and \( b = - \), (iii) \( a = - \) and \( b \in \Sigma \).

In case (i), the last characters of \( X, Y \) are respectively \( a \) and \( b \). Let \( X_m \) and \( Y_m \) be the strings obtained by removing the last character from \( X \) and \( Y \), respectively. \( X_m \) should equal to a substring ends at \( l \); and \( Y_m \) should equal to a path label of a parent node of \( \pi_i \). In this case, we have \( \text{score}(X_m, Y_m) \geq \text{score}(X, Y) - \delta(a, b) \).

As, \( N_{l-1}[v] = \max_{x = P[k..l-1], y \in \pi} \text{score}(x, y) \), \( N_{l-1}[v] \geq \text{score}(X_m, Y_m) \). Hence, \( \text{LHS} \geq \text{score}(X_m, Y_m) + \delta(a, b) \geq \text{score}(X, Y) \). Similarly, we can also prove \( \text{LHS} \geq \text{score}(X, Y) \) in cases (ii) and (iii).

By Lemma 2.1, we have \( \text{local-score}(P, S) = \max_{j = 1..|P|, a \in D_S} N_j[u] \). Using the recursive equation in Lemma 2.2, we obtain the dynamic programming algorithm in Listing 2.3.

Below two lemmas analyse the time and space complexity of the algorithm.

**Lemma 2.3.** Let \( m = |P| \) and \( n = |S| \). \( \text{local-score}(P, S) \) can be computed in \( O(mn) \)
Initialize $N_0[u]$ for all $u$

for (j = 1 to m)

  /* using formula from Lemma 2.2 */

  foreach (positive entry $N_{j-1}[v]$ and edge $(v, u)$)
    Update $N_j[u] = \max\{N_j[u], N_{j-1}[v] + \delta(P[j], c(v,u))\}$ (Case A)
    Update $N_j[v] = \max\{N_j[v], N_{j-1}[v] + \delta(P[j], -)\}$ (Case B)

  foreach (positive entry $N_j[u]$ in any topo. order of $v$ and edge $(v, u)$)
    Update $N_j[u] = \max\{N_j[u], N_j[v] + \delta(\neg, c(v,u))\}$ (Case C)

Listing 2.5: Complete algorithm

worst case time using $O(n \log n)$ worst case bits memory.

Proof. The number of entries in the array $N_j[u]$ is $O(mn)$. Note that in the recursive formula, for each $j$, each edge $(v, u)$ of the graph $D_S$ is visited once. Since there are only $O(n)$ nodes and edges in $D_S$ (Theorem 2.5), the worst case running time is $O(mn)$.

For every node $u$, the entries $N_j[u]$ only depend on $N_{j-1}[u]$. Therefore, after $N_j[u]$ has been computed, the memory for $N_{j-2}[u]$ down to $N_0[u]$ can be freed. Thus, the maximal required memory is $O(n \log n)$ bits.

The following lemma gives some analysis on the average case behaviour of the algorithm to compute local alignment using the formula in Lemma 2.2.

Lemma 2.4. The expected running time and memory to find the meaningful alignment using DAWG is bounded by the expected number of distinct substrings in $S$ and substrings in $P$ in which meaningful alignment score is greater than zero.

Proof. Each entry $N_j[u]$ is computed from positive entries among $(N_{j-1}[v_1], \ldots, N_{j-1}[v_k])$, $(N_j[v_1], \ldots, N_j[v_k])$ and $N_{j-1}[u]$ where $(v_1, u), \ldots, (v_k, u)$ are edges in $D_S$. Therefore, the expected running time and memory is in the order of the number of positive entries in $N$ and the number of visited edges $(v, u)$. Since, any node $v$ in $D_S$ has at most $|\Sigma|$ out-going edges (one for each character in $\Sigma$). The number of visited edges is proportional to the number of positive entries.

Consider a positive positive entry $N_j[u] = \max_{k \leq j, y \in u} \text{meaningful-score}(P[k..j], y)$. It is obviously that each positive entry corresponds to distinct substring $y$ in $S$ and a substring $x$ in $P$ in which meaningful alignment score is greater than zero.

From the above lemma, the problem of estimating the average running time becomes the problem of estimating the number of substring pairs which have positive meaningful score. We do not notice any direct result on this bound; however, there are a few results
on measuring the average number of pairs of strings which have Hamming distance within certain bound.

For example, Baeza-Yates [8] analysed the all-against-all alignment problem (set of strings against themselves) on suffix tree. The core of the analysis is to measure the average number of comparisons for searching a random string over a trie allowing errors. This yields an $O(n^\alpha m \log n)$ bound on our problem where $\alpha$ is a constant which is less than one. Maaß [74] analysed the time for searching a pattern on a trie of $n$ random strings allowing at most $D$ Hamming’s errors. In the case where $D$ is less than $(\sigma - 1)/\sigma \log_\sigma n$ where $\sigma = |\Sigma|$, the average number of comparison is sub-linear ($o(n)$). We can use this result to obtain a bound of sub-quadratic $o(nm)$ on the average case where match is 1 and mismatch is less than or equal to -1. Lam et al. [70] studied a specific case of allowing Hamming errors where match is 1 and mismatch is -3. This score roughly approximates the score used by BLAST. They proved that the running time is bound by $O(n^{0.628} m)$. Their experiments also suggested that in scoring model with gap penalty (gap score is -3), the expected running time is also roughly $O(n^{0.628} m)$.

Lemma 2.5. The expected running time to find the meaningful alignment using DAWG is at least as good as the expected running time of BWT-SW [70]. (i.e. $O(n^{0.628} m)$ for their alignment score.)

Proof. In the algorithm BWT-SW, the string $S$ is organized in a suffix tree $T_S$. The alignment process computes and keeps the meaningful alignment scores between path label of nodes of $T_S$ and substrings of the pattern string $P$. Note that each node of the DAWG $D_S$ can be seen as the combination of multiple nodes of the suffix tree $T_S$. Therefore, each entry computed in BWT-SW can be mapped to an entry of $N_j[u]$. (Multiple entries in BWT-SW can be mapped to the same entry $N_j[u]$ in our algorithm.)

The expected asymptotic running time of our algorithm is thus bounded by that of BWT-SW. \qed

For simplicity, the above discussion only focuses on computing the maximum alignment score, i.e., the entry $N_j[u]$ which is the maximum. In real-life, we may also want to recover the regions in $S$ containing the alignments represented by $N_j[u]$. In this case, the value of $N_j[u]$ is not enough. We need to compute two more numbers $I_{j,u}$ and $L_{j,u}$ such that meaningful-score($P[I_{j,u}..j], S') = N_j[u]$ where $S'$ is a length-$L_{j,u}$ substring belongs
to \( u \). Then, using the operations End-Set-Count(\( u \)) and Extract-End-Point(\( u, i \)), we can enumerate all alignments represented by \( N_j[u] \), i.e., \( \{(P[I_j,u..j], S[q - L_j,u..q]) \mid q \in \text{end-set}_S(u)\} \).

\( I_{j,u} \) and \( L_{j,u} \) can be computed by dynamic programming along with \( N_j[u] \). For the base cases, we have \( I_{j,\varepsilon} = j \) and \( L_{j,\varepsilon} = -1 \). Then, depend on the outcome of Equation 2.1, \( I_{j,u} \) and \( L_{j,u} \) can be updated using the following equations:

\[
I_{j,u} = \begin{cases} 
I_{j-1,v} & \text{if (A) happens} \\
I_{j-1,u} & \text{if (B) happens} \\
I_{j,v} & \text{if (C) happens}
\end{cases} \\
L_{j,u} = \begin{cases} 
L_{j-1,v} + 1 & \text{if (A) happens} \\
L_{j-1,u} & \text{if (B) happens} \\
I_{j,v} + 1 & \text{if (C) happens}
\end{cases}
\]

For time and space complexities, note that \( L_{j,u} \) and \( I_{j,u} \) can be computed using the same time and space complexities as \( N_j[u] \). After that, all alignments represented by \( N_j[u] \) can be reported using \( O(occ \log n) \) time, where \( occ \) is the number of such alignments.

### 2.5 Experiments on local alignment

This section reports experimental results on four local alignment algorithms discussed in the previous sections.

We implemented four local alignment algorithms, namely SeqSeq, TreeSeq, GraphSeq, GraphGraph. The algorithm SeqSeq is derived from Smith-Waterman local alignment. Each dynamic programming cell of this algorithm represents a pair \((i,j)\) where \( i \) and \( j \) are positions in the text and the pattern sequences, respectively. The TreeSeq algorithm is similar to that implemented in [70] where the text is represented by a suffix trie; each dynamic programming cell represents a pair \((v,j)\) where \( v \) is a node in the suffix trie and \( j \) is a position in the pattern sequence. The GraphSeq algorithm is based on the algorithm in Section 2.4.2 with each dynamic programming cell represents a pair \((v,j)\) where \( v \) is a node in the DAWG and \( j \) is a position in the pattern sequence. We also implement an extension GraphGraph where the alignment is computed from a dynamic programming formula in the cross product of the DAWGs of both the text and the pattern. Each dynamic programming cell represents a pair \((u,v)\) where \( u \) and \( v \) are nodes in the two DAWGs.

The first set of experiments shows the performance of the four algorithms when the
sequences are randomly generated. We keep the pattern length fixed and change the text length. Figure 2.3(a) shows the running time of each algorithm. Figure 2.3(b) shows the number of dynamic programming cells that are created and accessed by each algorithm. From these two figures, the GraphGraph algorithm is clearly the slowest, although the GraphGraph algorithm created and accessed the least number of dynamic programming cells. This should be due the high overhead of evaluating each dynamic programming cell. Similar phenomenon occurs the all other experiment, therefore, the subsequence results we will exclude the GraphGraph algorithm. Figure 2.3(c) ignores the running time of the GraphGraph algorithm. It shows that the GraphSeq algorithm is slightly slower than the TreeSeq algorithm, although it used slightly less number of cells.

![Figure 2.3: The performance of four local alignment algorithms.](image)

The next set of experiments (shown in Figure 2.4) are similar to the first one, except the pattern is a substring of the text. From the running time and number of dynamic programming cells accessed. All the algorithms take more time to run in this setting. However, the TreeSeq algorithm becomes significant slower. This observation agrees with the worst case analysis of the TreeSeq algorithm.

To illustrate the worst case of TreeSeq, we perform another experiment in Figure 2.5.
Figure 2.4: The performance of three local alignment algorithms when the pattern is a substring of the text. (a) the running time (b) the number of dynamic programming cells.

In this experiment, the text is fixed and the pattern length is varied. Figure 2.5(a) shows the running times when the pattern is part of the text. Figure 2.5(b) shows the running time when two sequences are independent. The experiment shows that the algorithm TreeSeq is in quadratic time to the pattern length when it similar to the part of the text as predicted. The GraphSeq algorithm does not affected significantly in both cases.

Figure 2.5: Measure running time of 3 algorithms when text length is fixed at 2000. The X-axis shows the pattern length. (a) The pattern is a substring of the text. (b) Two sequences are totally random.

In conclusion, the number of cells in the dynamic programming which used to bound the running time in the theoretical work does correlated with the running time. However, the constant factor also plays significant factor when compare between different algorithms. The running time of TreeSeq algorithm shows quadratic behaviour when the pattern is a substring of the text. The GraphSeq algorithm shows more consistent running time.
Chapter 3

Multi-version FM-index

3.1 Introduction

The amazing advances in biology, chemistry and engineering have made the DNA sequencing become cheaper and faster. It promises many more exciting discovery in living mechanism as well as personal medicine. However, the huge amount of data produced by sequencing technology also poses new challenges to bioinformatic research to find efficient way to to compress the generated sequence data while still providing basic function like substring search (a.k.a indexing).

Due to evolution, the DNA sequences of individuals in the same species and DNA sequences of related species are highly similar. Therefore, their storage can be greatly reduced by clever compression. However, well-established compression methods developed during the 80’s and 90’s designed for text and media file do not solve the storing problem for genomic data. First, well known compression programs like zip, bzip2 often compress data locally by dividing the data into blocks, or searching for repetitions within some window around the current encoding point. In genomic data, this strategy is often not very effective. At local level (e.g. a few thousand bases) the DNA sequence is very close to uniformly random, however, at larger scale, (e.g. between two human genomes of billions bases) the difference may be as low as 1%. Increasing the block or windows size to a few gigabytes may help to achieve better the compression, but it makes searching and accessing the sequences more difficult.

Recent research in indexing data structures has started to devote more attention to this type of similar sequences, and proposed a few compression structures \[79\ [27]\] to index
the sequences. In this work, we also set out to find some solution for problem of indexing similar sequences, but using different compression approach. An obvious compression scheme that can effectively compress the type of sequences is delta compression. This scheme stores the first sequence and the changes between each pair of sequences. However, using this scheme, many types of queries cannot be supported easily.

We first model the changes in the similar sequences by keeping only the inserted and deleted characters between each pair of sequences. Then, we design a data structure called multi-version rank and select to support the rank and select queries in the delta compressed sequences. Based on this result, we propose an index data structure for similar sequences called multi-version FM-index which can find occurrences of a pattern \( P \) for any sequence \( S_i \).

**Related methods**

Our approach was inspired by the persistent data structures which are popular in logical and functional programming\[^{90}]. In this approach, data structure always preserves the previous version of itself when it is changed. A data structure is partially persistent if all versions can be accessed but only the newest version can be modified. The data structure is fully persistent, if every version can be both accessed and modified. Applying this idea into compression, we store a set of versions, but do not allow changes to them to improve space requirement and query time. Therefore, we called our data structure multi-version rather persistent.

There are two main branches in persistent data structure research\[^{63}\]. The first branch focuses on transforming any dynamic data structure into persistent data structure with low space and time overhead. The second direction focuses on designing persistent data structure for specific representation e.g. lists, search tree.

In the transformation direction, a persistent data structure for rank and select can be constructed by taking a dynamic rank and select structure, and converting it into persistent version. The state of the art dynamic rank and select structure\[^{50}\] uses \( nH_0(S) + o(n \log \sigma) \) bits, and serves the queries and updates in \( t = O(\log n(1 + \log \sigma / \log \log n)) \) time where \( S \) is a string of length \( n \), and \( H_0 \) is the zero-order entropy. Let \( m \) be the total number of changes in the inputs, using the transformation in \[^{26}\], the data structure will slow down by a factor of \( \log \log (mt) \approx \log \log (m \log n) \) time, and
blow up the space by adding $mt \log n \approx m \log^2 n$ bits. This transformation is not time and space efficient compared to our proposal.

Our work on multi-version rank and select is built upon the works in specific persistent data structure for set proposed by Dobkin and Munro\cite{DobkinMunro1983}, later improved by Overmars\cite{Overmars1991}. Section 3.3 can be seen as a generalized and improved version of Overmars’ structure\cite{Overmars1991}. The previous data structure uses $O(N \log^2 N)$ bits and answers query in $O(\log N)$ time, while ours uses $O(m \log N)$ bits and answers queries in $O(\log m / \log \log m)$ time where $N = n + m$.

### 3.2 Multi-version rank and select problem

Given a sequence $S[1..n]$ over an alphabet $\Sigma$ and $i \leq n + 1$, we define two edit operations `insert` and `delete` as follows: (i) `insert(S, c, i)` returns a string $S'$ such that $S' = S[1..i-1]cS[i..n]$ where $c$ is a character in $\Sigma$; (ii) `delete(S, i)` returns $S'$ such that $S' = S[1..i-1]S[i+1..n]$. Note that another common edit operation called replacement which changes one character of a sequence by another character can be simulated by one `delete` and one `insert` operation.

Consider a set $S$ of $m$ sequences $\{S_1, S_2, \ldots, S_m\}$, these sequences are called multi-version sequences, if, for $i = 1, \ldots, m-1$, the sequence $S_{i+1}$ can be obtained from the sequence $S_i$ by either an insertion or a deletion operation $ed_i$. Multi-version rank and select data structure supports two queries $\text{rank}(S_i, c, j)$ and $\text{select}(S_i, c, k)$ for all $S_i \in S$. Query $\text{rank}(S_i, c, j)$ counts the number of occurrences of character $c$ in the substring $S_i[1..j]$. Query $\text{select}(S_i, c, k)$ returns the position of the $k$-th occurrence of character $c$ in $S_i$. Our result is summarized as follows:

Let $S$ be a sequence that equals $S_1$ concatenates with all the inserted characters from the editing operations. Let $n$ be the length of $S_1$, and $m$ be the number of edit operations; and $\sigma$ be the size of the alphabet. Let $w = \Omega(\log n)$ be the word size of the machine.

**Theorem 3.1.** There exists a multi-version rank and select data structures that uses $|S|H_k(S) + 2m \log (m + n) + o(|S| \log \sigma + m \log (m + n))$ bits and answers the queries in $O(\log \frac{\log \sigma}{\log w} + \log m / \log \log m)$ time.

From the definition, one straightforward scheme to represent the sequences is to store
Figure 3.1: (a) Sequences and edit operations (b) Alignment (c) Balance matrices

In our approach, the data is stored in an intermediate form called alignment. The next sub-section defines the alignment and the transformation from the input of sequences and edit operations into the alignment form. The rest of the section describes the data structure and the query algorithms based on the alignment.

3.2.1 Alignment

Consider an alphabet $\Sigma$ and a space character $-$ which does not appear in $\Sigma$. Given a set of multi-version sequences $S = \{S_1, \ldots, S_m\}$ over the alphabet $\Sigma$, an alignment of these sequences is a matrix $A$ that has $m$ rows, and contains characters in $\Sigma \cup \{-\}$. The alignment $A$ also needs to satisfy the following conditions: (1) $S_i$ equals row $i$ of $A$ after removing spaces. (2) each column of the matrix $A$ has exactly one type of non-space characters (3) the non-space characters are consecutive in each column. (See Fig. 3.1 for an example.)

From the definition, an alignment can be represented as a set of columns $\{(c_j, s_j, e_j)\}$ where $c_j$ is the non-space character in column $j$, $s_j$ and $e_j$ are, respectively, the starting and ending rows of character $c_i$ in the alignment. In the alignment, we call columns that does not have space as trivial columns. An alignment for multi-version sequences $S$ in the column representation can be found as following:
Lemma 3.2. Consider a set of multi-version sequences $S = \{S_1, S_2, \ldots S_m\}$ with the edit operations $\{ed_i\}$. Let $n = |S_1|$. Let $m_i$ and $m_d$ be the number of insertions and deletions respectively (i.e. $m = m_i + m_d$). There exists an alignment $A$ for $S$ that contains $m$ rows and $n + m_i$ columns. Furthermore, the matrix $A$ contains between $n - m_d$ and $n$ trivial columns. We can find the alignment $A$ for $S$ in $O(n + m \log(m + n))$ time.

Proof. The algorithm will incrementally build the alignment $A_k$ of $\{S_1, \ldots, S_k\}$ for $k = 1, \ldots, m$. We represent $A_k$ as follows. Suppose $A_k$ has $n'$ columns and the $i$-th column is represented as $(c_i, s_i, e_i)$ where $s_i$ is the insertion time and $e_i$ is the deletion time. Note that, in the implementation, we set $e_i = \infty$ if it has not deleted. We represents $A_i$ as a modified B-tree with the $i$-th leaf equals $(c_i, s_i, e_i)$. Furthermore, for each internal node $u$, it maintains two sets of keys: (1) the number of leaves of every subtrees attached to $u$, (2) the size of the set $\{(c_i, s_i, e_i) \in S' \mid e_i = \infty\}$ for every subtree $S'$ attached to $u$.

Given the two sets of keys per internal node, we can find the leaf for the $i$-th column of $A_k$ and for the column represents $S_k[i]$ in $O(\log n')$ time. In addition, insertion into the B-tree also take $O(\log n')$ time.

Initially, $A_1$ is represented as a B-tree where the $i$-th leaf equals $(S_1[i], 1, \infty)$ for $i = 1, \ldots, |S_1|$. It can be build in $O(|S_1|) = O(n)$ time.

Then, we incrementally construct $A_k$ from $A_{k-1}$ for $k = 2, \ldots, m$. There are two cases depending whether it is insertion or deletion.

Case 1: $ed_k$ is an insertion of a character $c$ at position $j$. We first identify the leaf $x$ in the B-tree for $A_{k-1}$ that represents $S_{k-1}[j]$; then, we insert $(c, k, \infty)$ just before the leaf $x$.

Case 2: $ed_k$ is a deletion of $S_{k-1}[j]$. We first identify the leaf $x = (c_j, s_j, e_j)$ in the B-tree for $A_k$ that represents $S_{k-1}[j]$; then, we replace $x$ by $(c_j, s_j, k)$.

For both cases, it takes $O(\log n')$ time. \qed

Alignment representation

Storing an alignment of multi-version sequences $S = \{S_1, \ldots, S_m\}$ in the column representation of $\{(c_i, s_i, e_i)\}$ takes $2N \log m + N \log \sigma$ bits where $N$ is the number of columns in the alignment, $m$ is the number of changes and $\sigma$ is the size of the alphabet. However, supporting query in the plain column representation is not efficient. Instead, we represent an alignment in the following matrix form.
Let $M$ be a matrix of size $m \times n$. Denote $M[i..i', j..j']$ as a sub-matrix of $M$ taken the region $[i..i'] \times [j..j']$ from $M$. Denote $M[i, j..j']$ as sub-column-vector of $M$, and $M[i..i', j]$ as a sub-row-vector of $M$.

Given an alignment $A[1..m, 1..N]$ which is represented by a set of columns $\{(c_j, s_j, e_j)\}$, let $S$ be the concatenation of all characters $c_j$. Let $B[1..m+1, 1..N]$ be a matrix such that $B[s_j, j]$ is set to 1 and $B[e_j + 1, j]$ is set to -1, the other values of $B$ are zero. (See Fig. 3.1) Storing the alignment $A$ is equivalent to storing the sequence $S$ and matrix $B$.

We are interested in two operation in $B$: operation $\text{sum}(B, i, j)$ returns the value of $\sum_{i'=1}^{i} \sum_{j'=1}^{j} B[i', j']$; operation $\text{select\_sum}(B, i, k)$ finds the smallest value $j$ such that $\text{sum}(B, i, j) \geq k$. The relation between the alignment $A$ and the matrix $B$ is shown in the following lemma:

**Lemma 3.3.** The operation $\text{sum}(B, i, j)$ returns the number of non-space characters in the prefix $j$ of row $i$ in $A$ (i.e. $A[i, 1..j]$). The operations $\text{select\_sum}(B, i, k)$ finds the column of the $k$-th non-space character in row $i$ of the alignment $A$.

**Proof.** For the first property, we proof it by induction on each column. Assume the property holds for $A[i, 1..j-1]$. We have $\text{sum}(B, i, j) = \text{sum}(B, i, j-1) + \sum_{i'=1}^{i} B[i', j]$. Consider only column $j$, if $A[i, j]$ is a non-space character, then $s_j \leq i$ and $e_j \leq i$. By the definition, we have $B[s_j, j] = 1$, therefore $\sum_{i'=1}^{i} B[i', j] = 1$. If $A[i, j]$ is a space character, we have either $s_j \leq e_j < i$ or $i < s_i \leq e_j$. In both cases, $\sum_{i'=1}^{i} B[i', j] = 0$. Therefore, $\text{sum}(B, i, j) = \text{sum}(B, i, j-1) + 1$ if $A[i, j]$ is non-space, and $\text{sum}(B, i, j) = \text{sum}(B, i, j-1)$, otherwise. That concludes the induction.

The second property follows directly from the first property and the definition of $\text{select\_sum}$. Let $j = \text{sum}(B, i, k)$. By the definition, we have $\text{sum}(B, i, j) = k$ and $A[i, j]$ is a non-space character.\[\square]\n
Matrix $B$ is a sparse matrix, therefore, it can be stored succinctly. It satisfies the following properties: (1) every row except the first and the last row has only one non-zero number, (2) each column has two non-zero numbers where number 1 is placed before number -1. The columns of $B$ that correspond to trivial columns of $A$ are also called trivial. (i.e. these columns start with 1 and end with -1.) We call these type of matrices and its generalized form (defined later) as balance matrix. Section 3.3 details our strategy to store balance matrix and to support queries $\text{sum}$ and $\text{sum}$ and $\text{select\_sum}$ efficiently.
The result is summarized as follows:

**Theorem 3.4.** Consider a matrix $B$ that satisfies the two conditions above, has $n$ trivial columns and $m$ other columns, there exists a data structure that uses $m \log(m + n) + o(m \log(m + n) + n + m)$ bits, supports the queries sum and select_sum on $B$ using $O(\log m / \log \log m)$ time.

*Proof. See Section 3.3.*

### 3.2.2 Data structure for multi-version rank and select

Using the alignment representation in the previous section. We can construct data structure for multi-version rank and select as follows:

Consider the set of multi-version sequences $S$, let matrix $B$ and sequence $S$ be the representation of the alignment of $S$. Assume each character $c \in \Sigma$ is presented as a number in the range from 1 to $\sigma$. Let $P[0..\sigma]$ be an array such that $P[0] = 0$ and $P[c]$ stores the number of characters in $S$ which is smaller than or equal to character $c$. For each character $c \in \Sigma$, let $R_c$ be a matrix such that $R_c$ is obtained from $B$ by removing all columns $j$ such that $S[j] \neq c$. Let $R$ be the concatenation of the columns of $R_c$ in alphabetical order of character $c$. (i.e. columns $P[c - 1] + 1$ to $P[c]$ of $R$ equals $R_c$.) Note that, $R$ can also be viewed as a column permutation of $B$. Therefore, $R$ has the same properties as $B$, and both the operation sum and select_sum are applicable to $R$. (See an example in Fig. [3.1])

The data structure for multi-version sequence rank and select problem consists of:

- General static rank and select data structure for $S$, using $|S|H_k(S) + o(n \log \sigma)$ bits.

- Prefix sum data structure for array $P$, using $\sigma \log |S|$ bits which is $o(|S|H_0(S))$ bits.

- Data structures for matrices $B$ and $R$ to support $\text{sum}(A)$, $\text{select_sum}(A)$, $\text{sum}(R)$ and $\text{select_sum}(R)$ (detailed in Section 3.3). These data structure uses $2m \log(m + n) + o(m \log(m + n))$ bits.

Summing up the space for all components of the data structure, we can get the space claim in Theorem 3.1. The next subsection shows how to implement query $\text{rank}(S, i, j)$
and \( \text{select}(S_i, i, k) \) using constant number of operations on \( S, P, R \) and \( A \). Since the operations in \( R \) and \( A \) requires \( O(\log m / \log \log m) \) time (detailed Section 3.3). The operations on \( S \) requires \( O(\log \log \sigma / \log \log n) \) time (see Section 1.2.2). The running time claim in Theorem 3.1 follows.

### 3.2.3 Query algorithms

Note that in the data structure specification, we store only \( R \), although, the following proofs only uses the concept \( R_c \). Because storing the concatenation of \( R_c \) uses less space than storing multiple separate data structure \( R_c \) for each character \( c \) (e.g. save space for pointers, save space for vertical coordinate scaling). The following lemma shows how to simulate operations on \( R_c \) using matrix \( R \) and array \( P \).

**Lemma 3.5.** We can simulate operations on \( R_c \) by using \( R \) and \( P \) as follows:

\[
\text{sum}(R_c, i, j) = \text{sum}(R, i, j + P[c - 1]) - \text{sum}(R, i, P[c - 1])
\]

\[
\text{select}_\text{sum}(R_c, i, k) = \text{select}_\text{sum}(R, i, k + \text{sum}(R, i, P[c - 1])) - P[c - 1]
\]

**Proof.** Since \( R_c \) is concatenated in alphabetical order, therefore, the first column of \( R_c \) is the \( (P[c - 1] + 1) \) column inside \( R \). The \( j \)-th column of \( R_c \) is \( (P[c - 1] + j) \) column in \( R \). The number of non-space characters of row \( i \) in alignment \( A \) from column \( P[c - 1] + 1 \) to column \( P[c - 1] + j \) equals the RHS of the first equation. Since these columns are mapped to the columns 1 to \( j \) of \( R_c \), we have the first equation holds.

For the second equation, let \( k' \) be the number of non-space characters of row \( R[i] \) from column 1 to column \( P[c - 1] \). The \( k \)-th non-space character of \( R_c[i] \) is the \( k + k' \) non-space character of \( R \). Thus, we can use \text{select}_\text{cut} on \( R \) to find the \( k \)-th non-space character on \( R_c[i] \). However, we need to map back the result to \( R_c \). Thus, we arrive at the second equation.

Recall that, the operation \( \text{rank}(S_i, c, j) \) counts the number of character \( c \) in \( S_i[1..j] \). Our computation of \( \text{rank}(S_i, c, j) \) is based on the transformation from sequence \( S_i \) to the row \( i \) of the alignment \( A \), and then to matrix \( R_c \). Intuitively, it is easier to do the \( \text{rank} \) counting in matrix \( R_c \), since \( R_c \) contains only columns of character \( c \). In this approach, the problem becomes how to keep track of the parameter of position \( j \) during the transformation. Precisely, the operation \( \text{rank}(S_i, c, j) \) can be computed as follows:
Lemma 3.6. For any \( i = 1..m \), \( j = 1..|S_i| \) and \( c \in \Sigma \):

\[
rank(S_i, c, j) = \text{sum}(R_c, i, \text{rank}(S, c, \text{select}_{-\text{sum}}(B, i, j)))
\] (3.1)

Proof. Denote \( A_i \) as the row \( i \) of alignment \( A \). We break down the equation into two parts:

\[
\begin{align*}
\text{rank}(S_i, c, j) &= \text{rank}(A_i, c, \text{select}_{-\text{sum}}(B, i, j)) \\
\text{rank}(A_i, c, j) &= \text{sum}(R_c, i, \text{rank}(S, c, j))
\end{align*}
\]

For the first equation, \( S_i \) equals \( A_i \) after removing all spaces. Let \( k = \text{select}_{-\text{sum}}(B, i, j) \). By definition, the \( k \)-th non-space character in \( A_i \) is the \( j \)-th character in \( S_i \). Hence, \( \text{rank}(S_i, c, j) = \text{rank}(A_i, c, k) \). The first equation follows.

For the second equation, We also have \( R_c \) is \( B \) after removing all the columns that do not have character \( c \). Let \( k = \text{rank}(S, c, j) \). By definition, the \( k \)-th column in \( R_c \) is mapped to the \( j \)-th column of \( B \). Moreover, since \( R_c \) only corresponds to non-space character \( c \), counting character \( c \) in \( R_c[i,1..k] \) can be done by \( \text{sum}(R_c, i, k) \). Thus, \( \text{rank}(A_i, c, j) = \text{sum}(R_c, i, k) \). The second equation follows. Combine the two equations we get the lemma.

Recall that query \( \text{select}(S_i, c, k) \) returns the position of the \( k \)-th occurrence of character \( c \) in \( S_i \). Intuitively, the computational process of \( \text{select} \) operation is reversed compared to that of \( \text{rank} \) (in Eq. 3.1). We first find the column of the \( k \)-th non-space character in matrix \( R_c \), trace back the position of that column in matrix \( A \), and then trace back the position in \( S_i \). The formula to compute \( \text{select} \) is:

Lemma 3.7. For any \( i = 1..m \), and \( c \in \Sigma \):

\[
\text{select}(S_i, c, k) = \text{sum}(B, i, \text{select}(S, c, \text{select}_{-\text{sum}}(R_c, i, k)))
\]

Proof. We have the following observations:

1. The position of the \( k \)-th occurrence of \( c \) in \( S_i \) is mapped to column \( j \) of \( R_c \) where \( j = \text{select}_{-\text{sum}}(R_c, i, k) \).

2. The \( j \) column in \( R_c \) is column \( \text{select}(S, c, j) \) in alignment \( A \).
3. The $j'$ column in alignment $A$ is position $\text{sum}(B, i, j')$ in $S_i$.

For the first observation, since in the alignment step only space characters are inserted to get $A$, the $k$-th occurrences of $c$ in $S_i$ is still the $k$-th occurrences of $c$ in $A_i[i]$. Then, $R_c$ is obtained by isolating all $c$ column. The $k$-th occurrences of $c$ in $S_i$ become the $k$-th occurrence of $c$ in $R_c$. Since $R_c$ only contains $c$ column, the column can be found by operation $\text{select} \_\text{sum}(R_c, i, k)$.

For the second observation, since the columns in $R_c$ keep the same relative order as those in $A$, the $j$-th column in $R_c$ is the $j$-th column that has character $c$ in $A$. Thus, it is column $\text{select}(S, c, j)$ in alignment $A$.

For the third observation, since $A_i$ removing space becomes $S_i$, and by the definition of $\text{sum}$, the formula to convert is $\text{sum}(B, i, j')$.

\[ \square \]

### 3.3 Data structure for balance matrix

This section develops data structure to support operations $\text{sum}$ and $\text{select} \_\text{sum}$ on the balance matrices defined in the previous section. Recall that, they are matrices of $\{-1, 0, 1\}$ where (1) every row except the first and the last row has one non-zero number, (2) each column has two non-zero numbers in which number 1 is placed before number -1. The columns that start with 1 and end with -1 are called trivial columns. Operation $\text{sum}(B, i, j)$ returns $\sum_{i'=1}^{i} \sum_{j'=1}^{j} B[i', j']$. Operation $\text{select} \_\text{sum}(B, i, k)$ finds the smallest value $j$ such that $\text{sum}(B, i, j) \geq k$.

The data structure for these matrices and $\text{select} \_\text{sum}$ operation is equivalent to the $k$-th cut line shooting problem which was considered by Overmars [91]. In the shooting problem, given a set of vertical lines, the queries is to find the $k$-th cut between the lines and a horizontal ray shot from some point from the left. The previous result uses $O(N \log^2 N)$ bits and requires $O(\log N)$ time for query where $N$ is the total number of columns.

**Compact matrix representation**

To reduce the space and query time when there are many trivial columns, we transform the original balance matrix into a compact form. Given a balance matrix $B$ with the properties above, create a matrix $C$ such that consecutive trivial columns of $B$ are merged...
and represented by their sum; and other columns of $B$ are kept (See Fig. 3.2(c) for the original matrix and Fig 3.2(d) for the compact form.)

The reduction from an original balance matrix to its compact form can be summarized in the following lemma.

**Lemma 3.1.** Given an original balance matrix $B$ of size $m \times (n + m)$ where $n$ is the number of trivial columns. It can be compacted into a matrix $C$ with of size of size $m \times cm$ where $1/2 \leq c \leq 2$. The operations $\text{sum}$ and $\text{select}_{\text{sum}}$ on the original matrix $B$ can be simulated by the same operations on $C$ using additional $m \log((n + m)/m) + o(n + m)$ bits.

**Proof.** Given a balance matrix $B$, we use a bit vector $V$ to mark the consecutive trivial columns in $M$. Set $V[j]$ to 0 if column $j$ and column $j + 1$ of $B$ are a trivial columns.

Let $r = \text{rank}(V, 1, j)$, we have $\text{sum}(B, i, j) = \text{sum}(C, i, r) + j - \text{select}(V, 1, r)$

Let $j = \text{select}_{\text{sum}}(C, i, k), \text{select}_{\text{sum}}(B, i, k) = \text{select}(V, 1, j) + k - \text{sum}(C, i, j)$

Note that, in a balance matrix, we call the submatrix consists of the rows except the first and the last row as the body of the matrix. Since the properties of the first row and the body of a balance matrix are quite different, the body and the first row are usually stored in separated components. However, the operations are still defined in the whole matrix.

The next sub-section gives more details on storing a balance matrix with $m$ rows and the sum of the first row is $n$ in $m \log(m + n) + o(m \log(m + n) + n + m)$ bits, while two operations can be supported in $O(\log m / \log \log m)$ time.
3.3.1 Data structure for balance matrix

In this subsection, we discuss the implementation of operations \textit{sum} and \textit{select sum} on a compact balance matrix \( C \). Our approach based on two observations. First, when the width of the matrix is small enough, the queries can be answered in constant time. Second, large balance matrix can be hierarchically decomposed into small width matrices to answer the queries. This subsection focuses on the decomposition of the large matrix into small matrices. The results for small width matrix is summarized next, but details are presented in Section 3.4.

Narrow balance matrix

Consider a matrix \( T \), let \( m \) be the height of the matrix. \( T \) is called \textit{narrow matrix} if and only if the width of the matrix is less than \( \log^\epsilon m \) where \( \epsilon \) is a constant less than \( 1/2 \). Given a narrow balance matrix \( T \), beside the two operations \textit{sum}(\( T, i, j \)) and \textit{select sum}(\( T, i, k \)) are defined earlier, we also need an operation called \textit{count nonzero}(\( T, i, j \)) which counts the number of non-zero numbers in \( T[1..i, 1..j] \).

Given access to a narrow balance matrix in certain format, we build auxiliary data structures that supports the queries \textit{sum}, \textit{select sum} and \textit{count nonzero} in constant time using only the small order number of bits of the original matrix. The format requirement for each part of the balance matrix are:

The body of matrix \( T \) which consists of rows 2 to \( m - 1 \) is represented by an array \( Y[1..m - 2] \) where each entry \( Y[r] = T[r + 1, c] \times c \) if \( T[r + 1, c] \) is the only non-empty entry in row \( r + 1 \). We call this representation as row position format. Note that \( Y[r] \) is in the range \([- \log^\epsilon m, \log^\epsilon m]\) and hence, each element \( Y[r] \) takes only \( \lceil 2\epsilon \log \log m \rceil \) bits. Each chunk of length \( \rho \) of \( Y \) (i.e. \( Y[r..r + \rho - 1] \)) can be accessed in constant time where \( \rho = O(\log m / \log \log m) \).

Let \( F \) be the first row of the matrix i.e. \( F = T[1, 1..\log^\epsilon m] \). Let \( P \) be the prefix sum array of \( F \) i.e. \( P[i] = \sum_{i'=1}^{i} F[i'] \).

\textbf{Lemma 3.2.} Given access to array \( Y \) by chunk, and access to the prefix sum array \( P \) in constant time, there is an auxiliary data structure to support the operations \textit{sum}, \textit{select sum} and \textit{count nonzero} on the a balance matrix \( T \) in constant time that uses extra \( o(m \log \log m) + O(\log^\epsilon m \log \log n) \) bits.
Figure 3.3: Example of the construction steps for \( p = 2 \). The root node is 1 and two children nodes are 2 and 3. Matrices \( S_1 \), \( D_2 \), and \( D_3 \) are constructed from \( D_1 \) as indicated by the arrows.

For a set of same size balance matrices, we have:

**Corollary 3.3.** Given \( q \) balance matrices \( T_1, \ldots, T_q \) with the same size \([1..\ell] \times [1..\log^\epsilon m]\) and \( m = q\ell \). Let \( n \) be the sum of the values in the first rows of the matrices. Given access to the matrix bodies \( Y_i \) and the prefix sum arrays \( P_i \) of each matrix \( T_i \), there exists a data structure that supports the queries in each matrix \( \text{sum}(T_t,i,j) \), \( \text{select}_\text{sum}(T_t,i,k) \) and \( \text{count}_\text{zero}(T_t,i,j) \) in constant time; and uses \( o(m \log \log m) + O(q \log^\epsilon m \log \log n) \) bits.

**Data structure construction**

Next, the decomposition of a large balance matrix to narrow balance matrices while supporting \textit{sum} and \textit{select\_sum} is as follows.

Consider a compact balance matrix \( C \) of size \( m \times cm \) where \( c \) is some constant and \( 1 \leq c \leq 2 \), let \( p = \log^\epsilon m \) for some constant \( \epsilon < 1/2 \). The skeleton of our data structure is a complete \( p \)-ary tree \( T \) that contains \( \lceil cm/p \rceil \) leaves. Intuitively, each node of the tree hierarchically handles a submatrix of \( C \). Each submatrix is vertically partitioned into \( p \) smaller roughly equal width sub-matrices, each is managed by one of its children nodes. For each node \( u \) of the tree, we store a narrow balance matrix called \( S_u \). Each column of \( S_u \) store a summary information for each child of \( u \). (See Fig. 3.3)

To define \( S_u \) precisely, we needs two intermediate concepts. First, consider a node \( u \)
in $T$ which is the $j$-th node from left to right at depth $d$ of the tree, the range of node $u$ is $[s_u..e_u]$ where $s_u = (j-1)p^{h-d+1} + 1$, $e_u = \min(jp^{h-d+1}, cm)$ and $h$ is the height of the tree. Conceptually, node $u$ manages the submatrix consisting of columns from $s_u$ to $e_u$ (i.e. $C[1..m, s_u..e_u]$). Second, let’s call a row in a matrix that has zero values as empty row. Denote $D_u$ as a balance matrix obtained by removing empty rows from $C[1..m, s_u..e_u]$ except for the first and the last row.

The definition of $S_u$ is as follows. For each leave node $l$, matrix $S_l$ equals $D_l$. For each internal node $u$, the width of matrix $S_u$ is the number of children of node $u$ (which is usually $p$). Let node $v$ be the $j$-th child of node $u$. Entry $S_u[i,j]$ stores the sum of the $i$-row of $D_v$.

**Space analysis**

We store the set of narrow balance matrices $\{S_u\}$ in three separate components: (1) The first rows of the matrices $\{S_u\}$ (2) the bodies of the matrices (the rows from 2 to $m-1$) and (3) the auxiliary data structures for the three operations.

For each matrix $S_u$, the body matrices are stored explicitly. The size of matrix $C$ is $m \times (cm)$ where $1/2 \leq c \leq 2$. Since the branch out of the tree is $p$, the height is $O(\log m / \log p)$ which equals $O(\log m / \log \log m)$. Level $d$ of the tree has about $q_i = p^d$ matrices. The sum of the heights of these matrices in each level is $m$. Therefore, the total size for storing the body matrices of $S_u$ is $m \log m$ bits.

For the first rows, we have the following property: $S_u[1,j] = \sum_{j'=s_u}^{e_u} C[1,j']$ where $v$ is the $j$-th child of node $u$. Therefore, given the first row of $C$, we can represent all the first rows of $S_u$ implicitly by storing only the first row of $C$. Therefore, size for storing the first rows is $m \log((n+m)/m) + o(n + m)$.

According to Corollary $3.3$, all the auxiliary data structures at level $d$, stored in $o(m \log \log m) + O(p^d \log^2 m \log \log n)$ bits. Since there are $\log m / \log p$ levels. The total space for all levels is $o(m \log m) + O(m \log \log n)$ bits. Summing up all the space requirement, we have $m \log(n+m) + o(n+m + m \log(n+m))$ bits.

**Query algorithms**

Lemma $3.4$ shows a recursive equation for sum($D_u, i,j$). Since at the root of the tree $T$, we have $D_u = C$. The operation sum($C, i,j$) equals sum($D_u, i,j$), thus sum($C, i,j$) can
Figure 3.4: Illustration for sum query. The sum for the region $[1..i, 1..j]$ in $D_u$ equals the sums in the three regions in $D_{v1}$, $D_{v2}$ and $D_{v3}$ respectively.

can be compute recursively using $S_u$.

Intuitively, the computation process is carried as follows. Recall that, the matrix handled by each node is divided into smaller sub-matrices; each is managed by one of child node. Any summation from the start to a submatrix division boundary can be accessed immediately through $S_u$. The summation from a division boundary to another column can be computed by recursively call to a child node. (See an illustration in Fig. 3.4)

Lemma 3.4. For any node $u$, we have the following recursive relation:

$$
sum(D_u, i, j) = \begin{cases} 
\text{sum}(S_u, i, j) & \text{if } u \text{ is a leaf} \\
\text{sum}(S_u, i, r - 1) + \text{sum}(D_v, i', j') & \text{otherwise}
\end{cases}
$$

where $w$ is the width of $D_{\text{child}(u,1)}$, $r = \lfloor j/w \rfloor$, $j' = j - (r - 1)w$, $v$ is $r$-th child of $u$, and $i' = \text{count}_\text{zero}(S_u, i, r) - \text{count}_\text{zero}(S_u, i, r - 1)$.

Proof. The basis of the equation is correct, since at the leaf, there is no more matrix division. There is no zero row in $D_u$, therefore, $D_u = S_u$.

Assume the equation is correct up nodes in level $d + 1$ of the tree, we show that it is correct in node $u$ in level $d$. The widths of the submatrices of the children $u$ except that of the last child are all equal. That is $w$ in the equation. Therefore, the submatrix contains column $j$ belongs to the $\lfloor j/w \rfloor$-th children of $u$. Let $v$ denote that child. The column $j$ in $D_u$ is $j - (r - 1)w$ in $D_v$. Since $D_v$ is obtained by removing zero-rows in the submatrix of $C$. Row $i$ in $D_u$ becomes row $i'$ in $D_v$ where $i'$ is the number of non-zero elements in $S_u[1..i, \lfloor j/w \rfloor]$. Thus, sum of $D_v[1..i', 1..j']$ matches that of $D_u[1..i, (r - 1)w + 1..j]$. Since the recursive equation holds for level $l + 1$, $D_u[1..i, (r - 1)w + 1..j]$ can be computed
by the recursive term in the equation.

By definition of \( S_u \), \( \text{sum}(S_u, i, r - 1) \) equals sum of \( D_u[1..i,1..(r - 1)w] \). Therefore, the sum of the two terms equals sum of \( D_u[1..i,1..j] \) for node \( u \).

The query algorithm for \( \text{select}_\text{sum}(D_u, i, k) \) is shown in Lemma 3.5. This algorithm shares a similar intuition to that in Lemma 3.4. It finds the submatrix division boundary that approximates value \( k \) using matrix \( S_u \), then recursive into the child submatrix to find exact column.

**Lemma 3.5.** Let \( r = \text{select}_\text{sum}(S_u, i, k) \), we have

\[
\text{select}_\text{sum}(D_u, i, k) = \begin{cases} 
  r & \text{if } u \text{ is a leaf} \\
  w(r - 1) + \text{select}_\text{sum}(D_v, i', k - \text{sum}(S_u, i, r - 1)) & \text{otherwise}
\end{cases}
\]

where \( w \) is the width of \( C_{\text{child}(u, 1)} \), \( v \) is \( r \)-th child of \( u \), and \( i' = \text{count}_\text{zero}(S_u, i, r) - \text{count}_\text{zero}(S_u, i, r - 1) \).

**Proof.** The basis of the equation is similar to that of Lemma 3.4 since \( D_u = S_u \) for all leaves \( u \).

Assume the equation holds up to level \( d + 1 \). Consider node \( u \) in level \( d \). We can find the child submatrix \( r \) whose sum in row \( i \) is greater than or equals to \( k \), using \( \text{select}_\text{sum}(S_u, i, k) \). Let \( k' \) be the sum of \( D_u[1..i,1..w(r - 1)] \). Since the \( k \)-th sum lie within the \( r \)-th submatrix, it is equals the start of the first column of \( D_v \) which is \( w(r - 1) \) plus the index of \( (k - k') \) sum in \( D_v \). Since the equation holds for level \( d + 1 \), the index of \( (k - k') \) in \( D_v \) can be found by \( \text{select}_\text{sum}(D_v, i', k - k') \). Therefore, the inductive equation holds.

### 3.4 Narrow balance matrix

In this section, we present the implementations of the operations \( \text{sum} \), \( \text{select}_\text{sum} \) and \( \text{count}_\text{zero} \) in narrow matrices which defined in Section 3.3.1. First, recall some definitions. A narrow balance matrix \( T[1..m,1..\log^\epsilon m] \) consists of two parts: the matrix body and the first/last row. The matrix body is the sub-matrix \( T[2..m - 1,1..\log^\epsilon m] \). Each row of the matrix body has only one non-zero number; and this number is either 1 or -1. The first row of \( T \) can contain any non-negative numbers. The sum of these
numbers in this row is $n$. The last row of $T$ mirrors the values of the first row with negative values.

In this section, we show that given access to a narrow balance matrix in row position format, auxiliary data structures that supports the queries $\text{sum}$, $\text{select}_\text{sum}$ and $\text{count}_\text{nonzero}$ in constant time can be built using only the small order number of bits of the original matrix.

Recal that, the row position format is specified as: The body of matrix $T$ is represented by an array $Y[1..m-2]$ where each entry $Y[r] = T[r+1, c] \times c$ if $T[r+1, c]$ is the only non-empty entry in row $r+1$. Each chunk of length $\rho$ of $Y$ (i.e. $Y[r..r+\rho-1]$) can be accessed in constant time where $\rho = O(\log m / \log \log m)$. Let $F$ be the first row of the matrix i.e. $F = T[1, 1..\log^\epsilon m]$. Let $P$ be the prefix sum array of $F$ i.e. $P[i] = \sum_{i'=1}^{i} F[i']$.

Our data structure is divided into two cases based on the relation between $m$ the height of the matrix, and $n$ the sum of the values in the first row. The first case is when $n = O(m^a)$, the second case is $n = \Omega(m^a)$. In the first case, $n$ and $m$ are in the same order. The values that bounded by $n$ or $m$ can be both stored in $O(\log m) = O(\log n)$ bits. The data structure does not need for distinction between the first row and other rows. Section 3.4.3 solves the first case using word RAM operations. In the second case, $n$ is significant larger than $m$. We use some additional structures to reduce this case to the first case. The details for this case is presented in Section 3.4.4.

This section is organized as follow. Subsection 3.4.1 introduces some constant time operations when the inputs are fit in some RAM words. Subsection 3.4.2 gives an variant of rank/select data structure that we use in the construction. Subsection 3.4.3 and Subsection 3.4.4 solves the first case and the second case, respectively.

### 3.4.1 Sub-word operations in word RAM machine

Word RAM machine is a simplified model of our modern computer. In this model, computer has a memory of size $n$ words. Each word contains $w$ bits and $w = \Omega(\log n)$. Any word can be accessed in constant time; and arithmetic operations (e.g. plus, minus, multiple) between two words also take constant time. Using the power of RAM model, operations whose input and output are in $O(w)$ bits can be computed in constant time using pre-computed tables or arithmetic operations.

In our work, we requires a few constant time operations for small input and output.
The first group of operations handles small arrays. Consider two array $A$ and $B$ of length $\log^\epsilon m$ that contain integers smaller than $O(\log \log m)$ bits.

- Operation $madd\_array(A, B)$ returns a array $C$ of length $\log^\epsilon m$ such that $C[i] = A[i] + B[i]$.
- Operation $msuccessor\_rank(A, v)$ returns the minimum index $i$ such that $A[i] \geq v$ where $v < \log^2 n$.

The second group of operations compute \textit{sum} and \textit{count\_zero} on some sub-matrix of a narrow balance matrix. Consider a narrow balance matrix $T[1..m, 1..\log^\epsilon m]$. Let $\rho = \log m / \log^4 \log m$. Let $T' = T[r..r+\rho-1, 1..\log^\epsilon m]$ for some $r > 1$. Let $Y'$ be the row position format for submatrix $T'$. Since $Y'$ only takes $O(\log m / \log^3 \log m)$ bits, we defines the following operations:

- Operation $mcount(Y', i, k)$ counts the non-zero numbers in sub-matrix $T'[1..i, 1..k]$.
- Operation $msum(Y', i)$ returns an array $E[1..\log^\epsilon m]$ such that $E[k]$ is $\text{sum}(T', i, k)$.

For convenience, we also define variant of this operation called $msum(Y', i, k)$ which returns only $\text{sum}(T', i, k)$.

\textbf{Lemma 3.1.} All the above operations can be computed in $O(1)$ time given some lookup tables of size $o(m)$ bits.

\textbf{Proof.} The first operation $madd(A, B)$ can be implemented only arithmetic operations. Since the bit length of each $A$ and $B$ is $O(\log^\epsilon m \log \log m)$, which is asymptotically smaller than $\log m \leq w$. Therefore, the whole array can be stored in a constant number of words. Each element is stored in two’s complement binary format with two bits guard for overflow. Operation $add$ then can be perform by a normal integer addition operation.

The second operation $msuccessor\_rank(A, v)$ can also be implemented without table look-up, but it requires multiplication and some bitwise operations $[45, 109]$. If these operations are not available, we can always use table look-up of $o(m)$ bits.

Consider operation $mcount(Y', i, k)$, since sub-array $Y'$ takes $O(\log m / \log^3 \log m)$; and each index takes $O(\log \log m)$ bits. The input takes $O(\log m / \log \log m)$ bits. Therefore, the table of this operation takes $O(2^{\log m / \log \log m} \log m) = o(m)$ bits. Similarly, the table for $msum$ takes $O(2^{\log m / \log^2 \log m} \log m) = o(m)$ bits. \hfill $\square$
3.4.2 Predecessor data structures

Consider a set $Y$ of $m$ integers in a range from 1 to $n$, we are interested in few operations on this set:

- Predecessor operation $\text{pred}(Y, x)$ returns the smallest number smaller than or equal to the query value $x$ i.e. $\text{pred}(Y, x) = \min\{y \mid y \in Y, y \leq x\}$.
- Number rank operation $\text{rank}(Y, x)$ counts the numbers of number in $Y$ that is smaller than or equals to $x$.
- Number select operation $\text{select}(Y, i)$ returns the $i$-th smallest number in $Y$.

Although all of these operations can be implemented in constant time using the operations on a bit vector of length $n$ with $m$ one, mentioned previously, this approach requires the $o(n)$ term which can be dominant when $m \ll n$. This subsection discusses solutions with less space for small $m$.

There are a few ways to store the set $Y$ to support $\text{select}$ in $O(1)$ time. For example, the values of $Y$ can be stored in an sorted array of $n \log n$ bits. The more advanced methods includes Elias-Fano representation \cite{29,30} which uses $m \log(n/m) + O(m)$ bits.

For the $\text{pred}$ operation, Grossi et al. \cite{53} showed that a data structure for this operation can be implemented using the $\text{select}$ operation with a small space overhead.

**Lemma 3.2.** (Grossi et al. \cite{53}) Given an data structure that can support $\text{select}(Y, i)$ in $S(n)$ time, there exists a representation that uses additional $O(m \log \log n)$ bits and supports $\text{pred}(Y, x)$ in $O(S(n) \log m/\log \log n)$ time.

The value of this result is the set $Y$ does not need to be explicitly stored to support predecessor query. Since $\text{pred}(Y, x)$ and $\text{rank}(Y, x)$ are closely related, the structure can be simply extended to add the $\text{rank}$ operation.

**Corollary 3.3.** Given an data structure that can support $\text{select}(Y, i)$ in $S(n)$ time, there exists a representation that uses additional $O(m \log \log n)$ bits and supports $\text{rank}(Y, x)$ in $O(S(n) \log m/\log \log n)$ time.

**Proof.** Although the data structure in \cite{53} can be directly changed to support $\text{rank}(Y, x)$ operation, we use it as a black box. Given a predecessor data structure for $Y$, we use a monotone minimal perfect hashing \cite{11} which costs an extra $O(m \log \log n)$ bits to map each element of $Y$ to its rank with constant time lookup. \hfill $\square$
In later sections, we use a variation of the rank operation of predecessor search called \texttt{successor\_rank}(Y, x). It returns the rank of the smallest number that is larger than or equals to \(x\). This operations can be easily implemented using the traditional \texttt{rank} and \texttt{select} operation.

3.4.3 Balance matrix for case 1

This subsection shows how to implement the operations \texttt{sum}, \texttt{select\_sum} and \texttt{count\_nzero} in narrow balance matrix \(T\) when \(n\) the sum of the first row is the same order as the height of the matrix.

We need to conceptually divide the matrix \(T[1..m, 1..\log^\epsilon m]\) into \(\frac{m}{\log^2 m}\) buckets; each is a submatrix of size \(\log^2 m \times \log^\epsilon m\). Let \(\tau = \log^2 m\) denote the height of each bucket. Bucket \(i\) contains rows \((i - 1)\tau + 1\) to \(i\tau\) of \(T\).

Each bucket is further subdivided into \(\log m \log^4 \log m\) sub-buckets, each is a sub-matrix of size \((\log m / \log^4 \log m) \times \log^\epsilon m\). Denote \(\rho = \log m / \log^4 \log m\) as the height of each sub-bucket. Let \(r_{i,j}\) denote the start row of sub-bucket \(j\) in \(T\). i.e. \(r_{i,j} = (i - 1)\tau + (j - 1)\rho + 1\) Fig. 3.5 demonstrates how the matrix \(T\) is partitioned into buckets and sub-buckets.

![Figure 3.5: Bucket illustration](image)

**Auxiliary structures for \texttt{sum} and \texttt{count\_nzero}**

Our data structure stores some arrays for each bucket and each sub-bucket. For each bucket \(i = 1, \cdots, m / \tau\), we store two arrays \(P_i[1..\log^\epsilon m]\) and \(Q_i[1..\log^\epsilon m]\) where \(P_i[k]\) equals \(\text{sum}(T, r_{i,1} - 1, k)\) and \(Q_i[k]\) equals the number of non-zero entries in \(T[1..r_{i,1} - 1, 1..k]\) for each \(k = 1..\log^\epsilon m\).
For each sub-bucket \( j \) of the bucket \( i \), we store two arrays \( R_{ij}[1..\log^\epsilon m] \) and \( S_{ij}[1..\log^\epsilon m] \) where \( R_{ij}[k] \) equals \( \text{sum}(T, r_{i,j} - 1, k) - P_i[k] \). \( S_{ij}[k] \) equals the difference between the number of non-zero entries in \( T[1..r_{i,j} - 1, 1..k] \) and \( Q_i[k] \). Note that the row position representation of the sub-bucket \( j \) of the bucket \( i \) is \( Y[r_{i,j}, r_{i,j+1} - 1] \), which takes \( O(\epsilon \log m) \) bits.

Now, we describe how to compute \( \text{sum}(T, i, k) \) and \( \text{count}_\text{nzero}(T, i, k) \) for narrow balance matrix \( T \). Observe that, for any \( i \),

\[
i = (i_1 - 1)\tau + (i_2 - 1)\rho + i_3 \tag{3.2}
\]

where \( i_1 = \lfloor \frac{i}{\tau} \rfloor \), \( i_2 = \lfloor \frac{i \mod \tau}{\rho} \rfloor \), \( i_3 = i \mod \rho \).

Intuitively, \( i_1 \) and \( i_2 \) are the bucket and sub-bucket that row \( i \) is in; \( i_3 \) is relative the index of \( i \) inside the sub-bucket. Based on the data structure, the total sum in \( T[1..i - i_3, 1..k] \) is \( P_1[k] + R_{i_1,i_2}[k] \). The sum in \( T[i - i_3 + 1..i, 1..k] \) equals \( m\text{sum}(Y[r_{i_1,i_2}..r_{i_1,i_2+1} - 1], i_3, k) \). Hence, we can compute \( \text{sum}(T, i, k) \) in \( O(1) \) time:

\[
\text{sum}(T, i, j) = P_1[k] + R_{i_1,i_2}[k] + m\text{sum}(Y[r_{i_1,i_2}..r_{i_1,i_2+1} - 1], i_3, k) \tag{3.3}
\]

Similarly, we can show that \( \text{count}_\text{nzero}(T, i, k) \) can be computed in \( O(1) \) time using \( Q_i \) and \( S_{ij} \) and \( m\text{count} \).

**Auxiliary structures for select_sum**

For each bucket \( i \), we store an array \( D_i[1..\log^\epsilon m - 1] \) and predecessor data structure \( F_i \) (Section 3.4.2). Recall that \( P_i[k] = \text{sum}(T, r_{i,1} - 1, k) \). \( F_i \) is the predecessor data structure of set of values of \( P_i[1..\log^\epsilon m] \). The array \( D_i \) is such: \( D_i[1] = \min\{P_i[1], 2\tau\} \), and for \( k > 1 \), \( D_i[k] = \sum_{k'=1}^k \min\{P_i[k'] - P_i[k-1], 2\tau\} \). Intuitively, \( D_i \) is a scaled down version of \( P_i \). If all the values of \( P_i \) are less than \( 2\tau \), \( D_i \) equals \( P_i \). Note that, each value \( D_i[k] \) is less than \( \tau \log^\epsilon n = \log^{2+\epsilon} m \), therefore, the whole array \( D_i \) is fitted in one word of RAM.

To compute \( \text{select}_\text{sum}(T, i, v) \), first, we also compute the relative bucket and sub-bucket indexes \( i_1, i_2, i_3 \) using Equation 3.2. Next, we have the following observation:
Lemma 3.4. Given a narrow balance matrix $T$, for any $i>r$ and $k>r$, we have:

$$ \text{select}_\text{sum}(T, i - r, v - r) \leq \text{select}_\text{sum}(T, i, v) \leq \text{select}_\text{sum}(T, i - r, v + r) $$

Proof. From the definition of balance matrix, we have two properties of $\text{sum}$: (1) $\text{sum}(T, i, j) \leq \text{sum}(T, i, j + 1)$, and (2) $|\text{sum}(T', i, j) - \text{sum}(T', i - r, j)| \leq r$ for any positive integer $r < i$.

Let $j_1 = \text{select}_\text{sum}(T, i - r, v - r)$ and $j_2 = \text{select}_\text{sum}(T, i - r, v + r)$. By the definition of $\text{select}_\text{sum}$, we have $\text{sum}(T, i - r, j_1) \geq v - r$ and $\text{sum}(T, i - r, j_2) \geq v + r$. From the properties of $\text{sum}$, $\text{sum}(T, i, j_1) \leq \text{sum}(T, i - r, j_1) + r \leq v$. Similarly, we have $\text{sum}(T, i, j_2) \geq v$. Therefore, $\text{sum}(T, i, j_1) \leq v \leq \text{sum}(T, i, j_2)$. Since $j_1 \leq j_2$. Thus, $j_1 \leq \text{select}_\text{sum}(T, i, v) \leq j_2$. The lemma follows. 

The lemma shows that the value of $\text{select}_\text{sum}(T, i, v)$ can be approximated by searching in another row. We find the lower bound $l$ for $\text{select}_\text{sum}(T, i, v)$ using the row $r_{i_1, 1} - 1$ (i.e. the row before the start row of bucket $i_1$). Thus, $l$ equals $\text{select}_\text{sum}(T, r_{i_1, 1} - 1, v - (i - r_{i_1, 1}))$. By the structure definitions, the value of $l$ can be computed by using the predecessor data structure $F_{i_1}$. i.e. $l = \text{successor}_\text{rank}(F_{i_1}, v - i + r_{i_1, 1})$.

Next, we need to compute two intermediate arrays $E[1..\log^e m]$ and $C[1..\log^e m]$ to account for the sum changes from row $r_{i_1, 1}$ to row $i$. First, $E[k] = \text{sum}(T[r_{i_1, i_2}, i_3, k])$. It is the changes in the sub-bucket $i_2$ in bucket $i_1$. Second, $C[k] = D_{i_1}[k] + R_{i_1, i_2}[k] + E[k]$ where $R_{i_1, i_2}$ was defined previously as the array keeps sums between the start of the bucket and the start of the sub-bucket. Both arrays are computed using table look-up. Note that, if $P_1[k] < 2\tau$ for all $k$, then $C[k] = \text{sum}(T, i, k)$; a successor search for $v$ in $C$ can return the values of $\text{select}_\text{sum}(T, i, v)$. To handle the case when there are some $P_1[k] > 2\tau$, we scale the value of $v$ to its relative value in array $C$ with the guide from the lower bound position $l$. i.e. $v' = v - \text{sum}(T, i, l) + C[l]$.

The whole computational process is summarized in the next algorithm.

```c
function select_sum(T, i, v)
    Compute the indexes $i_1, i_2, i_3$ as in Equation 3.3
    l = successor_rank(F_{i_1}, v - i + r_{i_1, 1}) /* Lower bound value of the answer */
    E = msum(Y[r_{i_1, i_2}, r_{i_1, i_2 + 1}, i_3])
    C = madd_array(D_{i_1}, R_{i_1, i_2}, E) /* The sum changes from row r_{i_1, 1} to row i */
```
\[ v' = v - \text{sum}(T, i, l) + C[l] \]
\[ \text{return } m\text{successor_rank}(C, v') \]

Listing 3.1: select sum in narrow matrix

Space analysis

The total space for the auxiliary structure is accounted as follows. The lookup tables for operations \text{msum}, \text{mcount}, \text{madd}\_array and \text{msuccessor\_rank}, can be stored in \( o(m) \) bits.

For each bucket, the auxiliary data structure are arrays \( P_i, Q_i \) for \text{sum/count\_nzero} and, \( F_i, D_i \) for \text{select\_sum}. Each of these structure uses \( O(\log^\epsilon m \times \log m) \) bits. We have total \( m/\tau = m/\log^2 m \) buckets. Therefore, the total size of these structures is \( O(m/\log^{1-\epsilon} m) = o(m) \) bits.

For each sub-bucket, the auxiliary structures are \( R_{i,j} \) and \( S_{i,j} \). Each of these structures uses \( O(\log^\epsilon m \times \log \log m) \) bits. There are \( m \log^4 \log m/\log m \) sub-buckets. The total size of all the sub-buckets is \( O(m \log^5 \log m/\log^{1-\epsilon} m) = o(m) \) bits.

Thus, the additional space (without the original matrix) is \( o(m) \).

3.4.4 Data structure case 2

This subsection solves the case 2 of the data structure when the sum of the first row is much larger than the height of the matrix. Given a balance matrix \( T[1..m, 1..\log^\epsilon m] \), let \( T' \) be the body of the matrix i.e. \( T' = T[2..m - 1, 1..\log^\epsilon m] \). Let \( F \) be the first row of the matrix \( F = T[1, 1..\log^\epsilon m] \). We have matrix \( T \) can be represented by two components \( (T', F) \).

Query \text{sum} in \( T \) can be simulated by \text{sum} queries in \( T' \) and \( F \). i.e. \( \text{sum}(T, i, k) = \text{sum}(T', i - 1, k) + \sum_{k'=1}^{k} F[k'] \). We use the auxiliary data structure in the previous subsection for \( T' \), and a prefix sum data structure for \( F \). Similarly, query \text{count\_nzero}(T, i, k) can be supported using \( T' \) and \( F \). Next, we show how to support query \text{select\_sum}.

Supporting query \text{select\_sum}

To reduce this case to the previous case for \text{select\_sum}, we store the following data structures:
• Predecessor data structure $P$ (Section 3.4.2) for the prefix sums of the row $F$. (i.e. $P$ stores the set $\{\sum_{k'=1}^{k} F[k'] \mid k = 1..\log^e m\}$.)

• Auxiliary structures for narrow balance matrix data structure in case (1) for balance matrix represented by $(T', F')$ where $R'[1..\log^e m]$ is an array such that $F'[k] = \max(F[k], m)$.

The algorithm for case (2) is shown next. Conceptually, we divide columns of the matrix $T$ into groups of base on the values of $F$. Two consecutive columns $k$ and $k + 1$ are in the same group if $F[k] \leq m$. Let $k = \text{select_sum}(T, i, v)$ be the answer that needed to be found. Based on Lemma 3.4, we can find the group that column $k$ falls in by searching in the first row (shown in Line 2 of the algorithm). The query, then, is reduced to searching for $k$ inside the group (shown the rest of the algorithm).

```
1 function select_sum(T, i, v)
2   g = successor_rank(P, v)
3   v' = v - \text{sum}(T, i, g) + \text{sum}((T', F'), i, g)
4   return select_sum((T', F'), i, v') /* reduced to case (1) */
```

The size of the predecessor data structure for $P$ is $O(\log^e m \log \log n)$. The sizes of the auxiliary structures for $(T', R')$ and $G$ are both $o(m \log \log m)$.

### Storing a set of balance matrices

In Corollary 3.3 the inputs are $q$ matrices with the same size $[1..\ell] \times [1..\log^e m]$ where $m = q\ell$. Our modification for this type of input is very simple.

Both the data structure for bucket and sub-bucket are arrays and data structures that linearly scale with input matrix height. Therefore, we can concatenate these block data structure together for multiple matrix input. The table lookup for the word RAM operation can be shared between all the matrices since they have the same width.

### 3.5 Application on multi-version FM-index

A FM-index is a very popular data structure for text indexing. The FM-index uses as much space as the compressed text of the original sequence, and can search for the occurrences of a pattern in linear time. The core of the implementation of a FM-index is a rank and select data structure. Therefore, in this section, we apply the multi-version
rank and select data structure in Section 3.2 to have a multi-version FM-index data structure.

To construct an FM-index, we need two concepts: suffix array and Burrows-Wheeler sequence as follows. Consider any sequence $S$ with a special terminating character $\$ \$ which is lexicographically smaller than all the other characters. The suffix array $SA_S$ is the array of integers specifying the starting positions of all suffixes of $S$ sorted lexicographically. Formally, $SA_S[1..n]$ is an array of integers such that $S[SA_S[i]..n]$ is lexicographically the $i$-th smallest suffix of $S$.

Let $SA_S$ be the suffix array of $S$. The Burrows-Wheeler (BW) sequence of $S$ is a sequence which can be specified as follows:

$$BW_S[i] = \begin{cases} S[SA_S[i] - 1] & \text{if } SA_S[i] \neq 1 \\ S[n] & \text{if } SA_S[i] = 1 \end{cases}$$

Let $CS[x]$ be an array of integers such that $CS[x]$ stores the total number of characters in $BW_S$ which lexicographically less than character $x$.

A FM-index of $S$ is a data structure that stores array $CS[x]$ and the rank and select data structure for $BW_S$. According to [36], the time required for searching a pattern $P$ in $S$ using the FM-index of $S$ is $O(|P|r)$ where $r$ is the time to compute $\text{rank}(BW_S, x, i)$.

Consider a multi-version sequences $S = \{S_1, \ldots, S_m\}$ where $S_{i+1}$ is different with $S_i$ by one edit operation, a multi-version FM-index is a set of FM-indexes for each sequence $S_i$ for $i = 1..m$. In short, let $BW_i$ and $C_i$ denote the Burrows-Wheeler sequence of $S_i$ and the array $CS_i$, respectively. The data structure for multi-version FM-index consists of:

- Multi-version rank and select data structure for sequences $\{BW_i\}$.
- A simple data structure for the set of arrays $\{C_i\}$

Instead of storing the rank and select data structure for all sequences $\{BW_i\}$, we can first compute the minimum number of insertions and deletions which converts $BW_i$ to $BW_{i+1}$. Second, using multi-version rank and select in Section 3.2 to record all the edit operations from $BW_i$ to $BW_{i+1}$ for every $i$. Let’s call this data structure $W$. Third, store an array $Z[1..m]$ where $Z[i]$ counts the number of edit operations from $BW_1$ to $BW_i$. Thus, we have $\text{rank}(BW_i, c, j) = \text{rank}(W_{Z[i]}, c, j)$.  


For the set of arrays \( \{ C_i \} \), we use the following data structure: Since \( BW_S \) is a permutation of the characters of \( S_i \); and the difference between \( S_i \) and \( S_{i+1} \) is one edit operation, thus, the count of characters in \( S_i \) and \( S_{i+1} \) differs by only one. Let \( \sigma \) be the size of the alphabet. Construct a balance matrix \( Q \) to record the change in \( \{ C_i \} \). Row 1 of \( Q \) is exactly the same as row \( C_1 \). Set \( Q[i+1, x] \) to 1 if the number of character \( x \) in \( BW_i \) is one more than that in \( BW_{i+1} \). Set \( Q[i+1, x] \) to -1 if the number of character \( x \) in \( BW_i \) is one less than that in \( BW_{i+1} \). The upper half of \( Q \) (i.e. \( Q[m + 1..2m, 1..\sigma] \)) is set to mirror the lower half so that we have a balance matrix. We have \( C_i[x] \) equals \( \text{sum}(Q, i, x) \) (See Section 3.3.1 for details on balance matrix).

To estimate the complexity of this multi-version FM-index data structure, we need to count the number of edit operations between each pair of \( BW_{i+1} \) and \( BW_i \). This has been studied in [72]:

**Lemma 3.1.** (Leonard et al. [72]) The average number of elements in \( BW_{i+1} \) reordered compared to \( BW_i \) is at most equal to \( L_{avg} \), the average length of the longest common prefix between \( S[SAS_i..n] \) and \( S[SAS_{i+1}..n] \) for \( i = 1..n-1 \).

Although in the worse case \( L_{avg} \) can be in \( O(n) \), when string \( S \) is random generated by a Markov model of order one, Fayolle and Ward [32] proved that \( L_{avg} \) is about \( \log n/H_1(S) + c \) where \( c \) is a constant and \( H_1(S) \) is the first order empirical entropy of \( S \). In addition, by experiments [72] suggested that \( L_{avg} \) is roughly \( \log n \) in random generated texts, natural-language texts, and biological sequences.

From here, we can summarize our result for multi-version FM-index as follows. Given the multi-version sequences \( S \), let \( S \) be a sequence that equals \( S_1 \) concatenated with all the inserted characters from the editing operations of \( S \). Let \( n = |S| \). Let \( z \) be the total number of changes between \( BW_{i+1} \) and \( BW_i \) for \( i = 1..m - 1.s \)

**Lemma 3.2.** There exists a data structure for multi-version FM-index that uses \( |S|H_k(S) + O(z \log(z + n)) + o(|S| \log \sigma) \) bits. The data structure can search for the occurrences of a pattern \( P \) in \( O(|P| \log z/ \log \log z) \) time. On the average case, \( z \) equals \( O(m \log n) \), the data structures uses \( |S|H_k(S) + O(m \log^2(m + n)) + o(|S| \log \sigma) \) bits.

**Proof.** From Theorem 3.1 the size of the multi-version rank and select is \( (nH_k(S) + 2z(\log z + \log n))(1 + o(1)) + o(n \log \sigma) \) bits. From Section 3.3.1, the data structure for set of arrays \( \{ C_i \} \) uses \( (\sigma \log n + m \log \sigma)(1 + o(1)) \) bits. \( \square \)
3.6 Experiments

We implemented two methods for multi-version rank/select problem. The first method saves space but has slower query speed. The second method is more efficient but requires more space. Both methods implement the the rank/select data structure and operations in Section 3.2. The differences are in the details of the sum/select_sum operations. The first method implement the sum operation using a 2D-sum data structure based on wavelet tree [89]. The underlying bit vectors of the wavelet tree are compressed using RRR compression scheme [94]. The size of the wavelet tree is therefore $nH_0(V)$ where $H_0(V)$ is the zero-th order entropy of the version numbers. To support the select_sum operation, we perform a binary search on each row of the matrix. The time for the select_sum operation is therefore $O(\log^2 n)$. The second method implements a simplified version of the sum and select_sum operations in Section 3.3. In our implementation, we have $k = 2$ and use RRR compression scheme of the bit-vectors. The sum and select_sum operations take $O(\log n)$ time.

We use two datasets to test these implementations. The first one is simulated dataset. We use it to compare the performance of the methods in pure uniformly random model. The second data set is the DNA sequences of 36 wild yeast genomes. We measure the size of each method, and the query speed for each operation access, rank and select. In this dataset, we also measure the performances of the methods in the BWT-transformed sequences of the genomes. The purpose of this data set is to explore the feasibility of using the multi-version rank/select for the multi-version FM-index application.

3.6.1 Simulated dataset

We start with an empty sequence and generate 4 million linear insertions/deletions to this sequence to create 4 million versions. If all the sequence versions are stored explicitly the total length is about 2665 billion characters. Using our data structures, the sequences can be stored in about 23 MB and 73 MB using the space-efficient approach and the time-efficient approach, respectively. The space-efficient data structure can answer about one thousand rank or select queries per second on our Intel Xeon X5680 CPU machine. The time-efficient method can answer 18 thousands rank queries and 32 thousands select queries per second.
In the yeast genomes data sets, we assume that the DNA sequence of each yeast strain represents a linear versioning of a changing sequence. The order of the versioning is computed heuristically. We first build a phylogenetic tree of the sequences, the ambiguous order the sequences in each sub-tree based on their names, and then the leaves of the tree are numbered from left to right to make a linear version order. The changes (insertions/deletions) between each pair of versions are computed by LAGAN\[16\], a genome pairwise alignment program. The overall changes between all versions are based on the algorithm in Section \ref{sec:algorithm}. In the wild yeast data set, there are 36 DNA sequences of total 412 mega-bases. Each sequence length is about 11 mega-bases (See the table in Figure \ref{fig:summary} for the summary of the dataset.) G-zip and Bzip2 programs take about 2 bits per base to compress these sequences. After the alignment, we found about 19 million changes between the sequences. Most of the changes (16 millions) occur consecutively. In the BWT-transformed dataset, the number of changes is doubled; however the number of consecutive changes is only about a third.

The experimental results are shown in Figure \ref{fig:experiment} where the space of the methods are measured in bytes and the speed is measured by number of queries per second. In the original sequences, the size of the space-efficient method is 10 times smaller than the fast-method, while the speed of queries of the space-efficient are about 5-7 times slower. In the BWT-transformed sequences, the space-efficient method is about 5 times smaller, while the queries are about 5-8 times slower. For the space-efficient method, there is no different in the speed of the rank and select queries. For the time-efficient method, the query speed for select is almost doubled that of rank.

Based on the experimental results, the space-efficient method is more suitable for
Figure 3.7: Data structure performance. (a) Space usage (b) Query speed. The space-efficient method is named “Small”. The time-efficient method is named “Fast”.

real-world application since the number of versions is usually much smaller than the number of changes, and the changes are usually consecutive. The zero-th order entropy compression in this method reduces the space substantially.
Chapter 4

RLZ index for similar sequences

4.1 Introduction

There is an increasing need for indexing methods that can store collections of similar strings (or repetitive text) compactly while supporting fast pattern searching queries. For example, in genomic applications, the sequencing of individual genomes is becoming a feasible task. The “1000 Genomes Project” \cite{1}, aimed at characterizing common human genetic variations, has already sequenced the partial genomes of a large number of persons from various populations. Aligning a read from a sample to multiple human genomes has been proven to be useful for identifying polymorphisms \cite{104}. In the near future, researchers will face the problem of storing those individual (and highly similar) genomic sequences compactly and indexing them efficiently. As another example, Wikipedia documents are modified and snapshots are taken every day to remember older versions of the data. Typically, changes between versions are small. Hence, fast indexing methods for compressed similar texts may allow people to search archived versions of Wikipedia documents quickly. The above applications motivate the following general task:

**The string set self-indexing problem**: Given a set of strings $\mathcal{S} = \{S_1, \ldots, S_t\}$, construct a data structure that can subsequently report all exact occurrences in $\mathcal{S}$ of any query pattern without using $\mathcal{S}$.

This chapter is concerned with the case where the given strings are similar. Before stating our new results, we survey some existing data compression methods and compressed indexes that are suitable for sets of similar sequences in the next two subsections. Throughout this chapter, we use the terms “string” and “sequence” synonymously.
4.1.1 Similar text compression methods

To compress a single string $S$ of length $n$, methods that are guaranteed to achieve the empirical $k$-order entropy $nH_k(S)$ are often used. However, this entropy measurement may not be a good bound for repetitive texts whose repeats are longer than $k$. For example, the storage based on entropy bound of the text $SS$ (where $|S| \gg k$) is $2nH_k(S)$ bits. On the other hand, one can easily encode the text in $nH_k(S) + O(\log n)$ bits. Thus, there are methods that achieve the empirical $k$-order entropy, yet perform poorly for repetitive texts [106]. As a consequence, compression methods have been designed for specific types of repetitive texts in biology. For example, GenCompress [20] compresses a text considering approximate repeats. Christley et al. [21] and Kuruppu et al. [67] compressed DNA sequences with respect to a reference sequence. BioCompress [55], XM [18], and COMRAD [66] are other repetitive compressors designed specifically for DNA. Alternative approaches include methods based on grammar compression (for example, Re-pair [71] was one of the first effective grammar-based compression methods) and LZ77 compression [117] for general repetitive texts. Cfact [95] and Offlines [4] greedily replace duplicate text with shorter codes.

The compression methods above can store repetitive texts compactly, but do not allow random access to the compressed text directly. Previous work has addressed this issue. Kreft and Navarro [64] provided the first efficient random access operations for the LZ77 method. Bille et al. [13] built additional data structures on top of an existing grammar-based compression scheme to allow random access of any region with only logarithmic extra time per query.

4.1.2 Compressed indexes for similar text

Although the above compression schemes can compress similar sequences, they do not allow us to search for the occurrences of an arbitrary pattern quickly. Below, we survey some specialized data structures for indexing repetitive texts. In a pioneering paper of Mäkinen et al. [79], a repetitive text is defined as a collection of strings of total length $N$, where the strings are assumed to be highly similar, each string length is approximately $n$, and the strings share an alphabet of size $\sigma$. They employed run-length encoding to reduce the redundancy of a suffix array structure. Their approach shrinks the total index size greatly, but the space of the index is still proportional to
the number of strings. In another paper, Huang et al. [58] assumed that every string contains at most \( m' \) point mutations with respect to a reference string. They designed a space-efficient data structure of size \( O(n \log \sigma + m' \log m') \) bits to encode all such strings. Although the resulting data structure is small, their approach cannot index certain other types of similar strings such as genome rearrangements, formed by swapping substrings in genomic sequences, efficiently. (When only a few such rearrangements have occurred, long substrings of the genomic sequences will be preserved; they just occur in a different order.) Kreft and Navarro [65] built a self-index based on LZ77 compression. If the text of length \( N \) can be compressed using \( m \) LZ77 phrases, their data structure is of size \( 2m \log N + m \log m + 5m \log \sigma + O(m) + o(N) \) bits, but the query time is \( O(\ell^2 h + (\ell + \text{occ}) \log N) \), i.e., quadratic in the pattern length \( \ell \), and also dependent on \( h \) the maximal number of layers of overlapped phrases which is only bounded by \( m \). In another line of research, Claude and Navarro [22] proposed a self-index for grammar-based compression methods. It uses \( O(r \log r) + r \log N \) bits, where \( r \) is the number of rules generated by their grammar compression, and the resulting query time is quadratic \( (O((\ell^2 + h(\ell + \text{occ})) \log r)) \). Using another technique for constructing a grammar from the LZ77 phrasing, Gagie et al. [46] obtained a data structure of size \( 2r \log r + O(m \log n + m \log m \log m) \) and query time \( O(\ell^2 + (\ell + \text{occ}) \log \log N) \). Some results for LZ78 compression and FM-index were given in [61, 38, 98]. They have good query time but require \( O(NH_k) \) bit-space in the worst case. They may not be good enough to index a repetitive text in practice [106] or in theory [100]. In summary, existing indexes for a set of similar strings either require: (1) a lot of space, (2) the text to have some special structure, or (3) quadratic query time (for a summary, see the table in Fig. 4.1).
4.1.3 Our results

Our main contribution is a compressed static indexing data structure with two alternative space-time trade-offs. The smaller alternative can store a set of strings \( S \) relatively to a reference string \( R \) in asymptotically optimal space. The larger alternative improves the query time at the expense of using more space. The results are summarized as follows:

**Theorem 4.1.** Given a reference string \( R \) of length \( n \) over an alphabet \( \Sigma \) of size \( \sigma = O(\log^a n) \) for some constant \( a \) and a set of strings \( S = \{S_1, \ldots, S_t\} \) over \( \Sigma \), let \( m \) be the smallest possible number of substrings of \( R \) (a.k.a. factors) to represent \( S \). All exact occurrences of any query pattern \( P \) of length \( \ell \) can be reported using either of the following alternatives. Their complexity specifications are:

\[(a) \quad (2 + \frac{1}{\epsilon}) n H_k(R) + O(n) + O(m \log n) \text{ bits and } O(\ell \log^\epsilon n + \text{occ} \cdot (\log^\epsilon n + \frac{\log m}{\log n})) \text{ query time};\]

\[(b) \quad (2 + \frac{1}{\epsilon}) n H_k(R) + O(n) + O(m \log n \log \log n) \text{ bits and } O(\ell \log \log n + \text{occ} \cdot (\log^\epsilon n + \frac{\log m}{\log n})) \text{ query time},\]

where \( \text{occ} \) is the number of occurrences of \( P \), \( k \) is any positive integer less than \( \log_\sigma n \), and \( \epsilon \leq 1 \) is a constant. For both alternatives, the data structure can be constructed in \( O(\sum_{i=1}^{t} |S_i| + (n + m) \log(n + m)) \) time.

Our compression scheme is based on a variant of the relative Lempel-Ziv (RLZ) compression scheme from [67]. It represents each \( S_i \in S \) as a concatenation of substrings of \( R \) (referred to as factors) obtained from the LZ77-like factorization of \( R \). See Fig. 4.2 for an example. (Note that In Lemma 4.1, we proved that the scheme uses the smallest possible number of factors from the reference.) Experiments on large scale genomic data in [67] have shown that this method yields good compression ratios for repetitive texts even when parts of the sequence are rearranged.

In this result, we assume that the reference \( R \) is given. In case where \( R \) is not available, we can apply the method of Kuruppu et al. [68] to find a suitable one. We also assume the alphabet size \( \sigma \) is in polylogarithmic of the word length (i.e. \( \sigma = O(\log^a n) \) for some constant \( a \)). For larger alphabets, e.g. \( \sigma = \Omega(n^\alpha) \), the query time needs an additional term of \( O(\ell \log \sigma / \log \log n + \text{occ} \cdot \log \sigma) \) and the space needs an additional term of \( O(n \log \sigma \log \log n / \log n) = o(n \log \sigma) \).
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Both alternatives in Theorem 4.1 use the same pattern searching algorithm. The algorithm considers two cases: Case 1, where the pattern $P$ is a substring of a single factor; and Case 2, where $P$ crosses at least one boundary between two factors. (See Fig. 4.4.) For case 2, the pattern is partitioned into two parts: left and right. The left part ends at the end of the first factor, while the right part begins at the start of the second factor. For each possible partition of the pattern, the left part and right part are searched independently and then joined together by an appropriate 2D range query data structure. However, to avoid the quadratic pattern search time, we use multiple tricks to reuse results between the searches in each partition.

We remark that recently, Gagie et al. \cite{46} independently proposed a similar method to index a set of sequences. Their space complexity is $O(nH_k(R) + n + m(\log n + \log m \log \log m))$ bits, and the query time is $O((\ell + \text{occ}) \log^{\epsilon} n)$, where $\epsilon > 0$. Thus, compared to the method in our Theorem 4.1(a), their method always uses more space while having similar time. Compared to that in Theorem 4.1(b), theirs is slower while having asymptotically comparable space. Also note that in their method, the reference sequence is restricted. It must be one of the sequences in $S$ (otherwise false occurrences may be reported).

The chapter is organized as follows. Section 4.2 defines the notation used throughout the paper and outlines the framework of our new data structures. Section 4.3 describes some auxiliary data structures used in our construction. These data structures are known in the literature; however, we also present some improvements which may be of independent interest. Section 4.3.3 presents a new data structure for answering a restricted type of 2D range queries. Sections 4.4–4.7 describe further technical details of our main data structure.

### 4.2 Data structure framework

#### 4.2.1 The relative Lempel-Ziv (RLZ) compression scheme

Let $R$ be a reference sequence of length $n$ over an alphabet $\Sigma$ and let $\mathcal{S} = \{S_1, \ldots, S_t\}$ be a given set of strings over $\Sigma$. Each sequence $S_i \in \mathcal{S}$ is compressed based on $R$ by relative Lempel-Ziv (RLZ) compression \cite{67}. Precisely, given two strings $S$ and $R$, where $R$ contains all the symbols in $S$, the Lempel-Ziv factorization (or parsing) of $S$ relative
to \( R \), denoted by \( LZ(S|R) \), is a way to express \( S \) as a concatenation of substrings of the form \( S = w_0w_1w_2 \ldots w_z \) such that: (1) \( w_0 \) is an empty string; and (2) \( w_i \) for \( i > 0 \) is a non-empty substring of \( S \) and \( w_i \) is the longest prefix of \( S[|w_0\ldots w_{i-1}|+1..|S|] \) that occurs in \( R \). Each substring \( w_i \) is called a factor (or phrase), and can be represented by a pair of numbers \((p_i, l_i)\), where \( p_i \) is a starting position of \( w_i \) in \( R \) and \( l_i \) denotes the length of \( w_i \).

\( LZ(S|R) \) was suggested in [67]. The algorithm, which runs in linear time, is summarized in Fig. 4.3. By definition, the decomposition guarantees that no factor can be expanded any further to the right. Furthermore, the RLZ compression scheme has the following property:

**Lemma 4.1.** \( LZ(S|R) \) represents \( S \) using the smallest possible number of factors.

**Proof.** Consider the algorithm to decompose a string into RLZ factors in Fig. 4.3. Let \( dist_R(S) \) denote the minimal number of factors of \( R \) to represent \( S \). We prove the property by induction. First, any string \( S \) of length 1 has a decomposition using \( dist_R(S) = 1 \) factor of \( R \).

Next, by induction, for any string \( X \) of length less than \( \ell \), we assume \( X \) can be

\[
R = ACGTGATAG
\]

\[
S_1 = TGATAGACG = TGATAG, ACG = 8 2
\]

\[
S_2 = GAGTACTA = GA, GT, AC, TA = 5 6 1 7
\]

\[
S_3 = GTACGT = GT, ACGT = 6 3
\]

\[
S_4 = AGGA = AG, GA = 4 5
\]

(a)

<table>
<thead>
<tr>
<th>( T_{1..8} )</th>
<th>Factor</th>
<th>Pos. in ( R )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AC</td>
<td>1.2</td>
</tr>
<tr>
<td>2</td>
<td>ACG</td>
<td>1.3</td>
</tr>
<tr>
<td>3</td>
<td>ACGT</td>
<td>1.4</td>
</tr>
<tr>
<td>4</td>
<td>AG</td>
<td>8.9</td>
</tr>
<tr>
<td>5</td>
<td>GA</td>
<td>5.6</td>
</tr>
<tr>
<td>6</td>
<td>GT</td>
<td>3.4</td>
</tr>
<tr>
<td>7</td>
<td>TA</td>
<td>7.8</td>
</tr>
<tr>
<td>8</td>
<td>TGATAG</td>
<td>4.9</td>
</tr>
</tbody>
</table>

(b)

<table>
<thead>
<tr>
<th>( T_{1..8} )</th>
<th>Factor</th>
<th>Pos. in ( R )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GA</td>
<td>5.6</td>
</tr>
<tr>
<td>2</td>
<td>TA</td>
<td>7.8</td>
</tr>
<tr>
<td>3</td>
<td>AC</td>
<td>1.2</td>
</tr>
<tr>
<td>4</td>
<td>AG</td>
<td>8.9</td>
</tr>
<tr>
<td>5</td>
<td>TGATAG</td>
<td>4.9</td>
</tr>
<tr>
<td>6</td>
<td>ACG</td>
<td>1.3</td>
</tr>
<tr>
<td>7</td>
<td>GT</td>
<td>3.4</td>
</tr>
<tr>
<td>8</td>
<td>ACGT</td>
<td>1.4</td>
</tr>
</tbody>
</table>

(c)

Figure 4.2: (a) A reference string \( R \) and a set of strings \( S = \{S_1, S_2, S_3, S_4\} \) decomposed into the smallest possible number of factors from \( R \). (b) The array \( T[1..8] \) (to be defined in Section 4.2) consists of the distinct factors sorted in lexicographical order. (c) The array \( T[1..8] \).
constructed using \( \text{dist}_R(X) \) factors of \( R \). Now, consider a string \( S \) of length \( \ell \) and assume the algorithm reports \( S = S_1 \ldots S_k \). To obtain a contradiction, suppose the optimal decomposition is \( S'_1 \ldots S'_k \), where \( k' < k \). Since the algorithm always finds the longest string, we know that \( |S_1| \geq |S'_1| \). Note that for \( S[|S_1| + 1..\ell] \), the algorithm will decompose it into \( S_2 \ldots S_k \), which consists of \( k-1 \) factors. The induction hypothesis states that \( \text{dist}_R(S[|S_1| + 1..\ell]) = k-1 \). As \( S[|S'_1| + 1..\ell] \) is longer than \( S[|S_1| + 1..\ell] \), we have \( \text{dist}_R(S[|S'_1| + 1..\ell]) \geq \text{dist}_R(S[|S_1| + 1..\ell]) \). Hence, \( k' - 1 = \text{dist}_R(S[|S'_1| + 1..\ell]) \geq \text{dist}_R(S[|S_1| + 1..\ell]) = k - 1 \). Contradiction.

For every \( S_i \in S \), denote the Lempel-Ziv factorization of each \( S_i \) relative to \( R \) by \( S_i = S_{i1}S_{i2} \ldots S_{ic_i} \). Define \( m = \sum_{i=1}^{\ell} c_i \). By Lemma 1, \( m \) is in fact the smallest possible number of factors to represent \( S \). Next, take all the \( s \) distinct factors that appear in the factorizations for \( S \) and let \( T[1..s] \) be an array containing these factors sorted in lexicographical order (see Fig. 4.2 (b)). Note that \( s \leq \min\{n^2, m\} \). Our data structure stores \( T[1..s] \) in \( O(s \log n) \) bits by encoding each \( T[j] \) by its starting and ending positions in the reference string \( R \), and the set \( S \) in \( O(m \log s) = O(m \log n) \) bits by representing each \( S_i \in S \) as a list of indices from \( T[1..s] \) (see Fig. 4.2(a)).

Let \( F[1..m] \) be the lexicographically sorted array of all non-empty suffixes in \( S \) that start with a factor; i.e., each element \( F[y] \) is of the form \( S_{ip}S_{i(p+1)} \ldots S_{ic_i} \), and is called a factor suffix from here on. See Fig. 4.11(a) for an example. Importantly, our data structure does not store \( F[1..m] \) explicitly. For any string \( x \), \( \overline{x} \) denotes its reverse. Let \( T[1..s] \) be an array of all reversed distinct factors \( S_{ij} \) sorted lexicographically. By using the relative Lempel-Ziv decomposition, each sequence \( S_i \) can be viewed as a new sequence \( S'_i \) based on the alphabet of all the distinct factors in \( T[1..s] \) (see Fig. 4.2).
4.2.2 Pattern searching

To find the occurrences of a query pattern \( P \) in \( S \), we follow the basic strategy outlined in Section 4.1.3. Suppose \( P \) is a query pattern of length \( \ell \). Each occurrence of \( P \) in \( S_1, \ldots, S_t \) belongs to one of the following two main cases; see Fig. 4.4:

- **Case 1:** \( P \) lies completely inside one factor, denoted by \( S_{ip} \).

- **Case 2:** \( P \) is not a substring of a single factor, i.e., \( P = XS_{ip} \ldots S_{iq}Y \), where \( X \) is a suffix of \( S_{i(p−1)} \) and \( Y \) is a prefix of \( S_{i(q+1)} \).

(Observe that the case \( P = XY \) is an instance of case 2.) To locate all occurrences of \( P \), our data structure uses a number of auxiliary data structures (explained in subsection 4.2.3), to report all occurrences of \( P \) in \( S \) according to case 1 and case 2 separately. Let \( occ_1 \) and \( occ_2 \) be the number of occurrences of \( P \) as in case 1 and case 2, respectively.

\[ S_1 \quad S_{ip} \quad \cdots \quad S_{ip+1} \quad \cdots \quad S_{iq} \quad Y \]

\[ P \]

\[ S_1 \quad X \quad S_{ip} \quad S_{ip+1} \quad S_{iq} \quad Y \]

\[ P \]

Figure 4.4: When \( P \) occurs in string \( S_i \), there are two possibilities, referred to as case 1 and case 2. In case 1 (shown on the left), \( P \) is contained inside a single factor \( S_{ip} \). In case 2 (shown on the right), \( P \) stretches across two or more factors \( S_{i(p−1)}, S_{ip}, \ldots, S_{i(q+1)} \).

**Case 1:** [\( P \) occurs inside a factor] Since all the factors are substrings of the reference \( R \), the pattern is first searched for in the reference. Then, the factors that cover an occurrence of the pattern in the previous step are reported as the result. This case takes \( O(\ell + occ_1 \log^* n) \) time, as discussed in detail in Section 4.4.

**Case 2:** [\( P \) is not a substring of a single factor] As illustrated in Fig. 4.4, in this case, every occurrence of \( P \) can be divided into two parts: the *left part* (\( P[1..j] \) matches some suffix of a factor), and the *right part* (\( P[j + 1..\ell] \) matches a factor suffix). To find the occurrences of this case, we try to match all the \((\ell + 1)\) possible partitions (\( P[1..j], P[j + 1..\ell] \)) of the pattern. For each partition, the left parts are matched against the set of reversed factors in \( T \). The successful matches are represented by a range in \( T \). The right parts are matched against the set of factor suffixes in \( F \). The results are also represented by a range in \( F \). Then, the successful matches of the left part \( P[1..j] \) and
right part \( P[j+1..\ell] \) are combined and validated using a 2D-range query data structure. (See Fig. 4.5 for an example.)

4.2.3 Overview of our main data structure

The data structure for case 1 is called \( I(T) \) and defined in Section 4.4 to find all occurrences of \( P \) in \( O(\ell + \text{occ}_{1} \log n) \) time; and uses \( 2n + o(n) + O(s \log n) \) bits (Theorem 4.1).

The data structures that facilitate the searching for case 2 are more complicated and consist of three components: (i) \( \mathcal{X}(T) \) to match the left parts; (ii) \( \mathcal{Y}(F,T) \) to match the right parts; and (iii) \( \mathcal{M} \) to report the correct combinations of the left parts and right parts. Further technical details of \( \mathcal{X}(T) \), \( \mathcal{Y}(F,T) \), and \( \mathcal{M} \) are given in Sections 4.5, 4.6, and 4.3.3, respectively. Note that each of the two alternatives in Theorem 4.1 uses the same components for (i) and (ii). Their space and time trade-off result from using different versions of (iii). The usage of each component is summarized as follows:

(i) First, \( \mathcal{X}(T) \) in Section 4.5 uses \( O(s \log n) + o(n) \) bits space. It finds all occurrences of prefixes of \( P \) that are equal to a suffix of a factor \( S_{i(p-1)} \) in \( O(\ell \log \log n) \) time. More precisely, \( \mathcal{X}(T) \) returns, for every \( j \), the maximal range \( st_{j}..ed_{j} \) in \( T \) such that \( P[1..j] \) is a prefix of every element in \( T[st_{j}],...,T[ed_{j}] \).

(ii) Second, \( \mathcal{Y}(F,T) \) in Section 4.6 uses \( (2+1/\epsilon)nH_{k}(R)+2.55n+o(n \log \sigma)+O(m \log n) \) bits space. It finds all occurrences of suffixes of \( P \) that are equal to a prefix of a factor suffix in \( F \), i.e., \( S_{ip}...S_{iq}Y \), where \( Y \) is a prefix of \( S_{i(q+1)} \), in \( O(\ell(\log \sigma/ \log \log n + \log \log n)) \) time. More precisely, \( \mathcal{Y}(F,T) \) returns, for every \( j \), the maximal range \( st'_{j}..ed'_{j} \) such that \( P[(j+1)..\ell] \) is a prefix of every element in \( F[st'_{j}],...,F[ed'_{j}] \).

(iii) Third, we encode all combinations of \( S_{i(p-1)} \) and \( S_{ip}...S_{iq}Y \) as follows: Define \( M \) to be a binary \((s \times m)\)-matrix where \( M[x,y] = 1 \) if and only if \( \overline{T}[x] \) is the preceding factor of the suffix \( F[y] \), i.e., \( F[y] = S_{ip}S_{i(p+1)}...S_{ic} \) and \( \overline{S}_{i(p-1)} = \overline{T}[x] \) is the \( x \)-th lexicographically smallest in \( \overline{T} \). Note that each column of the matrix \( M \) contains exactly one 1. (See Fig. 4.5)

Lemma 4.2. All case 2 occurrences of \( P \) can be found by listing the entries equal to 1 in the rectangles \([st_{j},ed_{j}] \times [st'_{j},ed'_{j}] \) in \( M \), for all \( j \).
Proof. ($\rightarrow$) Consider an occurrence of case 2 of $P$ in $S_i$, that is, $S_i[s..e] = P$ and $S_i[a..t]$ is a factor and $a \leq s < t < e$. Let $T[p]$ be the entry in $T$ that represents the factor $S_i[a..t]$. We have $S_i[t+1..|S_i|]$ is a factor suffix. Let $F[p']$ be the entry in $F$ that represents $S_i[t+1..|S_i|]$. By the definition of the matrix $M$, there is an entry 1 in $M[p,p']$. Consider $j = (t − s + 1)$, we have $P[1..j] = S_i[a..s]$ is a suffix of $T[p]$, and therefore, $st_j \leq p \leq ed_j$. Similarly, $P[j..|P|]$ is prefix of $F[p']$, and therefore, $st'_j \leq p' \leq ed'_j$. Therefore, the occurrence $S_i[s..e] = P$ implies a number 1 in the specified rectangle.

($\leftarrow$) Consider a number 1 in the region $[st_j, ed_j] \times [st'_j, ed'_j]$. The position of the occurrence can be found as follows. Let $(i', j')$ be the position of the number 1. Let $S_i[p..|S_i|]$ be the factor suffix of $F[j']$. We have $P[j+1..|P|] = S_i[p..p+|P|−j]$ Since $T[i']$ is the previous factor of $F[j']$, $S_i[p−j..p−1] = P[1..j]$. Therefore, $P$ occurs in $S_i$ from position $p−j$ to position $|P|$. 

For each pattern $P$ of length $\ell$, we may need up to $\ell$ queries in the matrix $M$ to find all the results. (See Fig. 4.11 (b) for an example.) Section 4.3 gives two alternative 2D range query data structures $\mathcal{M}$ that support the operation $\text{query}_{2d}(M, [st, ed], [st', ed'])$ on $M$ for finding these entries: If $\mathcal{M}$ is of size $O(m \log s \log \log s)$ bits, all entries equal to 1 can be found in $O((1 + occ) \log \log s)$ time for each query, and if $\mathcal{M}$ is of size $O(m \log s)$ bits, the query takes $O((1 + occ) \cdot \log^* s)$ time.

![Figure 4.5: Each row represents the string $T[i]$ in reverse; each column corresponds to a factor suffix $F[i]$ (with dashes to mark factor boundaries). The locations of the number “1” in the matrix mark the factor in the row preceding the suffix in the column. Consider an example pattern “AGTA”. There are 5 possible partitions of the pattern: “-AGTA”, “A-GTA”, “AG-TA”, “AGT-A” and “AGTA-“. Using the index of the sequences in Fig. 4.2 the big shaded box is a 2D query for “A-GTA” and the small shaded box is a 2D query for “AG-TA”.](image-url)

As a final step, we need a data structure to decode all occurrences of case 1 and 2
to find their actual locations in $S$. This simple data structure, called $D$, is used to convert indices of $F$ to their exact locations in $S$. It requires $O(m \log n)$ bits, and $O(\log m/\log n + \log \log n)$ time for decoding each occurrence. The details are presented in Section 4.7.

Note that the data structure is designed as a static database. Once the reference sequence is given, the input strings can be factorized in linear time using the algorithm in Section 4.2.1 i.e., $O(N)$ where $N$ is the total length of the input. The construction algorithms for $\mathcal{X}$, $\mathcal{Y}$ and $\mathcal{I}$ are not complicated. The internal components can be directly constructed based on their definitions using only constant number of sort and scan operations on some arrays. All the external components (Section 4.3) can be built in $O(m \log m)$ time. The whole data structure can be constructed in $O(N + (n + m)\log(n + m))$ time.

The total space equals the sum of the spaces of all components, namely: arrays $T$ and $\overline{T}$; data structures: $\mathcal{I}(T)$, $\mathcal{X}(\overline{T})$, $\mathcal{Y}(F,T)$, $\mathcal{M}$ and $\mathcal{D}$. (Note that the FM-indexes of $R$ although counted only inside $\mathcal{Y}(F,T)$, it is shared with $\mathcal{I}(T)$ and $\mathcal{X}(\overline{T})$ for looking up values in suffix array.) Putting everything together, the total space requirement is $(2 + 1/\epsilon)nH_k(R) + 5.55n + O(m \log n)$ bits, while all occurrences of $P$ in $S$ can be found in $O(\ell(\log \sigma/\log \log n + \log^\epsilon n + \log m/\log n))$ time; or $(2 + 1/\epsilon)nH_k(R) + 5.55(n + O(m \log n \log \log n))$ bits and $O(\ell(\log \sigma/\log \log n + \log \log n) + occ \cdot (\log^\epsilon n + \log m/\log n))$ time. When $\sigma$ is in $\Omega(\log^{O(1)} n)$, the term $\log \sigma/\log \log n$ becomes $O(1)$. We thus obtain Theorem 4.1 above.

### 4.3 Some useful auxiliary data structures

This section introduces some of the useful auxiliary data structures that we modified from the literature for our construction.

#### 4.3.1 Combined suffix array and FM-index

Consider any string $R$ with a special terminating character $\$$ which is lexicographically smaller than all the other characters. The suffix array $SA_R$ is the array of integers specifying the starting positions of all suffixes of $R$ sorted lexicographically. For any string $P$, let $st$ and $ed$ be the smallest and the biggest, respectively, indexes such that $P$
is the prefix of suffix \( SAR[i] \) for all \( st \leq i \leq ed \). Then, \((st, ed)\) is called a suffix range or \( SAR\)-range of \( P \), i.e. \( P \) occurs at \( SAR[st+1], \ldots, SAR[ed] \) in \( R \). For any given string \( P \) specified by its suffix range \((st, ed)\) in \( SAR \), an FM-index of \( R \) supports the following operations: \( \text{lookup}_R(i) \) returns the value of \( SAR[i] \); \( \Psi_R(i) \) returns the index \( j \) such that \( SAR[j] = SAR[i] + 1 \); and \( \text{backward}_R(c, (st, ed)) \) returns the suffix range in \( SAR \) of the string \( cP \), where \( c \) is any character and \((st, ed)\) is the suffix range of \( P \).

**Lemma 4.1.** Given any string \( R \) of length \( n \) over an alphabet of size \( \sigma \), the FM-index of \( R \) uses \( nH_k(R) + O(n \log \sigma \log \log n / \log n) \) bits and supports \( \text{backward}_R \) in \( O(\log \sigma / \log \log n) \) time and \( \Psi_R \) in \( O(1) \) time (where \( k < \log \sigma n \)). Given additional \((1/\epsilon)nH_k(R) + 2(\log e + 1)n + o(n) \) bits, \( \text{lookup}_R \) can be supported in \( O(\log \sigma n + \log \sigma) \) time.

**Proof.** The FM-index, that uses \( nH_k(R) + O(n \log \sigma \log \log n / \log n) \) bits and supports the operations \( \text{backward}_R \) and \( \Psi_R \) within the specified time, is described in [32, 78, 88]. [52] showed how to support \( \Psi_R \) and \( \text{lookup}_R \) using \((1 + 1/\epsilon)nH_k(R) + 2(\log e + 1)n + o(n) \) bits. If we store the FM-index and the data structure in [52] separately, it takes \((2 + 1/\epsilon)nH_k(R) + O(n) \) bits. Since these two data structures have some overlap, we can reduce the space when storing both of them by \( nH_k(R) \) bits as follows:

Let \( \Sigma^i \) be an alphabet, such that for any character \( c \in \Sigma^i \), \( c = a_1a_2 \ldots a_{2^i} \), where \( a_j \in \Sigma \). Let \( R^i \) be the sequence using the alphabet \( \Sigma^i \), such that \( R^i[j] = R[2^i \times j] \) \( R[2^i \times j + 1] \ldots R[2^i \times j + 2^i - 1] \). Let \( \Psi^i \) be the \( \Psi \) function for sequence \( R^i \).

In [52], a recursive data structure of \((1 + 1/\epsilon) \) level is stored to compute the value of \( SAR \). Let \( h' = \log \log \sigma n \) and \( h = \log \log n \), they store \( \Psi^i \) for \( i = 0, h', 2h', \ldots, h' \) and \( SAR_{Ra} \). However, since \( \Psi_R = \Psi^0 \), and \( \Psi_R \) is provided by the normal FM-index, we don’t need additional space for \( \Psi^0 \). That saves \( nH_k(R) \) bits.

In the FM-index above, the compression technique is only effective for moderate size alphabet (i.e. \( \sigma = O(\log^a n) \) for some constant \( a \)). When the alphabet is larger (e.g. \( \sigma = O(n^a) \)), the sequence becomes more like a permutation of distinct numbers. The second term in the space complexity can surpass the main \( nH_k(R) \) term; and \( H_k(R) \) grows to its \( \log n \) upper bound. Moreover, the running time with \( \log \sigma \) is no longer a small number. A general FM-index is a FM-index extended to alphabets of unbounded size. It is not compressed, but its query time is only \( \log \log \sigma \). The next lemma is our
simple extension of the normal FM-index to the general FM-index case, obtained by applying the result from [47] and some additional arrays:

**Lemma 4.2.** Given any string $S$ of length $m$ over an alphabet of size $s$, there exists a general FM-index of $S$ that uses $m \log s + o(m \log s)$ bits and supports backward_search$_S$ in $O(\log \log s)$ time and $\Psi_S$ in $O(1)$ time. Using an additional $m \log s + o(m \log s)$ bits, lookup$_S$ can be supported in $O(\log m/\log s)$ time.

**Proof.** The original data structure for the FM-index uses $m \log s + o(m \log s)$ bits space and support backward_search$_S$ and $\Psi_S$ as described in Sections 3.1 and 3.2 of [47]. We now explain how to support lookup$_S$ using the stated space and time complexity.

Define $\Psi_S^k(i) = \Psi_S(i)$ and $\Psi_S^k(i) = \Psi_S(\Psi_S^{k-1}(i))$ for $k > 1$. Then, we have, $SA_S[\Psi_S^k(i)] = SA_S[i] + k$. Let $t = \log m/\log s$. Use the additional bits to store:

- A succinct bit vector $B[1..m]$ such that $B[i] = 1$ if and only if $SA_S[i] \mod t \equiv 0$.
- An array of integers $V[1..m/t]$ such that $V[i] = SA_S[\text{select}_B(i)]$.

Since $SA_S[1..m]$ contains all values from 1 to $m$, there exists a value $i'$ such that $SA_S[i'] \mod t \equiv 0$ and $SA_S[i] - SA_S[i'] < t$. From the definitions of $B$ and $\Psi_S$, we have $B[i'] = 1$ and $i' = \Psi_S^k(i)$ and $k < t$. To find $i'$, iteratively compute $\Psi_S^k(i)$ until $B[\Psi_S^k(i)]$ is 1; this enumeration takes at most $O(t)$ time. The value of $SA_S[i']$ can be looked up from $V$. Then, $SA_S[i] = SA_S[i'] - k$. Therefore, the value of $SA_S[i]$ takes $O(\log m/\log s)$ time to compute.

For the extra space complexity, the bit vector $B$ uses $O(m)$ bits. The array $V$ uses $m \cdot \log s/(\log m/\log s) \leq m \log s$ bits. In total, we use $2m \log s + o(m \log s)$ additional bits.

### 4.3.2 Bi-directional FM-index

Recall that, given a suffix array $SA_R$, a pattern $P$ can always be represented by an $SA$-range $(st, ed)$. The traditional FM-index can only extend the search pattern to the left by one character using backward search (i.e. given $SA$-range of $P$, backward_search returns the $SA$-range of $cP$). However, computing the value of array $A[1..|P|]$ in Section 4.6 requires us to modify the search pattern at both the left end and the right end. A trivial solution is to use a heavier data structure called the suffix tree. However, even using the
existing compressed suffix tree \[41\] \[102\], the modification at one end of the pattern will take \(O(\log n)\) time, which is too much for our requirement in Theorem 4.1 (b).

Therefore, we use a data structure called bi-directional FM-index which allows us to extend and delete one character at either end of the pattern in \(O(\log \sigma / \log \log n)\) time (where \(\sigma\) is the size of the alphabet).

Consider a sequence \(R\) over an alphabet \(\Sigma\) of size \(\sigma\), the suffix array \(SA_R\), and the suffix array of the reversed sequence \(SA_{\overline{R}}\). Given a string \(X\), we let \(st(X)\) and \(ed(X)\) be the start and the end of the suffix range of \(X\) in \(SA_R\), respectively. Similarly, \(\overline{st}(X)\) and \(\overline{ed}(X)\) denote the start and the end of the suffix range of \(\overline{X}\) in \(SA_{\overline{R}}\), respectively. Given a pattern \(P[1..\ell]\), let \(r_R\) be the suffix range of \(P\) in \(SA_R\), i.e., \(r_R = (st(P), ed(P))\). Let \(r_{\overline{R}} = (\overline{st}(P), \overline{ed}(P))\). Let \(c\) be any character in \(\Sigma\). The bi-directional FM-index is a data structure supporting the following four operations:

- **forward_search**\((r_R, r_{\overline{R}}, c)\): returns the new suffix range of pattern \(Pc\) in \(SA_R\), and the suffix range of \(\overline{Pc}\) in \(SA_{\overline{R}}\).
- **backward_search**\((r_R, r_{\overline{R}}, c)\): returns the suffix ranges of \(cP\) and \(\overline{cP}\) in \(SA_R\) and \(SA_{\overline{R}}\), respectively.
- **delete_back**\((r_R, r_{\overline{R}})\): returns the suffix range of \(P[2..\ell]\) in \(SA_R\), and the suffix range of \(\overline{P[2..\ell]}\) in \(SA_{\overline{R}}\).
- **delete_front**\((r_R, r_{\overline{R}})\): returns the suffix ranges of \(P[1..\ell-1]\) and \(\overline{P[1..\ell-1]}\) in \(SA_R\) and \(SA_{\overline{R}}\), respectively.

In other words, the operation **forward_search** extends the searching pattern by one character to the right, while the operation **backward_search** extends it one character to the left. The operation **delete_back** deletes the leftmost character from the searching pattern, the **delete_front** deletes the rightmost one.

To implement the bi-directional FM-index, we use: the BWT of \(R\), the BWT of \(\overline{R}\), the topology of the suffix tree of \(R\), the topology of the suffix tree of \(\overline{R}\). (Note that the topology of each tree can be stored in \(2.55n + o(n)\) bits each according to \[12\].) The operations **forward_search** and **backward_search** have been considered before by Lam et al. \[59\] and Schnattinger et al. \[103\].
Lemma 4.3. (Lam et al. [69]) Using the FM-index of $R$ and the FM-index of $\overline{R}$, we can compute operation forward_search and operation backward_search.

We will now present how to implement the operation delete_back. For delete_front, since $R$ and $\overline{R}$ are symmetric by a string reversal operation, we can implement delete_front by a similar procedure but swapping the roles of $R$ and $\overline{R}$.

Formally, the problem of computing delete_back is: given $st(cX)$, $ed(cX)$, $\overline{st}(cX)$ and $\overline{ed}(cX)$, compute the values of: $st(X)$, $ed(X)$, $\overline{st}(X)$ and $\overline{ed}(X)$. First, $st(X)$ and $ed(X)$ can be computed using the following lemma:

Lemma 4.4. Given $st(cX)$ and $ed(cX)$, the values of $st(X)$ and $ed(X)$ can be computed using the suffix link of $R$ in $O(1)$ time.

Proof. Computing the suffix range of $P[2..\ell]$ in $SA_R$ from that of $P[1..\ell]$ is identical to computing the suffix link in the compressed suffix tree [42, 102]. The operation can be done in constant time if the topology of the suffix tree and the function $\Psi_R$ are given. Here $\Psi_R$ is the inverse of the backward search of the FM-index, and can be computed in constant time (See Lemma 4.2).

Then, the values of $\overline{st}(X)$ and $\overline{ed}(X)$ can be computed using the following Lemma:

Lemma 4.5. $\overline{st}(X)$ and $\overline{ed}(X)$ can be computed by using the following equations:

\[
\overline{st}(X) = \overline{st}(cX) - \sum_{a < c}[ed(aX) - st(aX) + 1]
\]

\[
\overline{ed}(X) = \overline{ed}(cX) + \sum_{z > c}[ed(zX) - st(zX) + 1]
\]

Proof. As $cX = \overline{X}c$, $\overline{X}$ is prefix of $\overline{cX}$. Note that $(\overline{st}(cX), \overline{ed}(cX))$ is the suffix range of $\overline{cX}$ in $SA_{\overline{R}}$. Therefore, $\overline{st}(X) \leq \overline{st}(cX) \leq \overline{ed}(cX) \leq \overline{ed}(X)$.

Let $\Delta_{\overline{st}} = \overline{st}(cX) - \overline{st}(X)$. Because $c$ is the last character of $\overline{X}c$, hence, $\Delta_{\overline{st}}$ equals the number of occurrences of substrings $\overline{X}a$ in $\overline{R}$ for all character $a$ in $\Sigma$ and $a < c$. Thus, $\Delta_{\overline{st}}$ equals the number of occurrences of $aX$ in $R$ for all $a < c$. Note that the number of occurrences of $aX$ in $R$ is $[ed(aX) - st(aX) + 1]$. That is, $\overline{st}(X) - \overline{st}(cX) = \sum_{a < c}[ed(aX) - st(aX) + 1]$.

Similarly, let $\Delta_{\overline{ed}} = \overline{ed}(X) - \overline{ed}(cX)$. $\Delta_{\overline{ed}}$ equals the number of occurrences of $zX$ in $R$ for all character $z$ and $z > c$. We obtain $\overline{ed}(X) - \overline{ed}(cX) = \sum_{z > c}[ed(zX) - st(zX) + 1]$.

\[
\overline{st}(X) = \overline{st}(cX) - \sum_{a < c}[ed(aX) - st(aX) + 1]
\]

\[
\overline{ed}(X) = \overline{ed}(cX) + \sum_{z > c}[ed(zX) - st(zX) + 1]
\]
From Lemma 4.4 and Lemma 4.5, we can compute delete_front. delete_back follows similarly. To summarize, we have the following theorem:

**Theorem 4.6.** The bi-directional FM-index can be implemented using the BWT of $R$, the BWT of $\overline{R}$, and the topologies of the two suffix trees of $R$ and $\overline{R}$. It supports all of the four operations in $O(\log \sigma / \log \log n + 1)$ time, and uses $(2 + 1/\epsilon)nH_k(S) + O(n)$ bits.

**Proof.** From Lemma 4.3 we can do forward_search and backward_search. From Lemma 4.4 we can compute $st(X)$ and $ed(X)$. From the equations in Lemma 4.5, we can compute $st(aX)$ and $ed(aX)$ using the following procedure. For each character $a$, compute $(st(aX), ed(aX)) = \text{backward_search}((st(X), ed(X)), a)$. Then, we substitute the values on the right-hand side of the equations. Since each operation backward_search takes $O(\log \sigma / \log \log n + 1)$ time, we can complete the operation delete_back in $O(\sigma \log \sigma / \log \log n + 1)$ time.

Note that if we use the wavelet tree in [15] as a component of the BWT (as in [78]), the whole term $\sum_{a < c}[ed(aX) - st(aX) + 1]$ and $\sum_{c < z}[ed(zX) - st(zX) + 1]$ can be computed in $O(\log \sigma / \log \log n + 1)$ time, because characters in the alphabet are stored in leaves of the wavelet tree in alphabetic order. By a single traversal from the root of the wavelet tree to the leaf for $c$, we can compute the total frequency of characters smaller than $c$. This improvement also applies to the forward_search and backward_search operations by Lam et al. [69] in Lemma 4.3.

The space requirement can be proven by adding up all the requirement of each component.

4.3.3 A new data structure for a special case of 2D range queries

We now describe the 2D range query data structure mentioned in Section 4.2 for case 2. This data structure, called $M$, helps to combine the results of $\mathcal{X}(\overline{T})$ and $\mathcal{Y}(F, T)$ to form the final answers for case 2. Let $M$ be a binary $(s \times m)$-matrix. We define $M[x, y] = 1$ if $\overline{T}[x]$ is the preceding factor of the factor suffix $F[y]$. The operation query_2d($M$, $[a_1, a_2], [b_1, b_2]$) reports all points in the rectangle $[a_1, a_2] \times [b_1, b_2]$ in $M$ whose values are 1. Here, $[a_1, a_2]$ and $[b_1, b_2]$ specify consecutive rows and consecutive columns of $M$, respectively. The next lemma summarizes known results for general binary matrices:
Lemma 4.7 (Chan et al. [19]). Let $M$ be a given binary matrix of size $m \times m$ with $n$ 1s. $M$ can be stored while supporting query $2d(M, [a_1, a_2], [b_1, b_2])$ as follows:

1. $O(n \log^{1+\epsilon} m)$ bits and $O(\log \log m + occ)$ query time.
2. $O(n \log m)$ bits and $O((1 + occ) \log^* m)$ query time.

where $\epsilon > 0$ is a constant and $occ$ is the number of 1s inside the specified rectangle.

A proof of Lemma 4.7 was given by [19]. In this section, we improve the time for 2D range queries when $M$ has a special form, namely when every column of $M[1..s, 1..m]$ contains exactly one 1. The corollary is as follows.

Corollary 4.8. Let $M$ be a given binary matrix of size $s \times m$, where $s \leq m$ and every column contains exactly one entry equal to 1. We can store $M$ while supporting query $2d(M, [a_1, a_2], [b_1, b_2])$ within the following space and time complexities:

1. $O(m \log s \log \log s)$ bits and $O((1 + occ) \log \log s)$ query time; or, alternatively,
2. $O(m \log s)$ bits and $O((1 + occ) \log^* s)$ query time,

where $\epsilon > 0$ is a constant and $occ$ is the number of 1s in the specified rectangle.

Proof. Suppose we have access to any data structure for storing general binary matrices of size $(s \times m)$ that uses $O(m \cdot \alpha(m))$ bits space and supports query $2d(M, [a_1, a_2], [b_1, b_2])$ in $O(\beta(m) + \gamma(m)occ)$ time, where $\alpha$, $\beta$, and $\gamma$ are polylogarithmic functions (e.g. $\log^k m$), and $\alpha(m)$ is in $\Omega(\log m)$, and $s \leq m$. Then we can construct another data structure for the special case in which each column has exactly one 1 that uses $O(m \cdot \alpha(s))$ bits and with $O(\beta(s) + \gamma(s)occ)$ query time.

Let $M$ be a binary matrix of size $(s \times m)$ in which each column has exactly one 1 and $s \leq m$. We partition $M$ into $\kappa = \frac{m}{s^2}$ vertical blocks of size $s \times s^2$ arranged from left to right. For $\ell = 1, 2, \ldots, \kappa$, define $st_\ell = 1 + s^2(\ell - 1)$ and $ed_\ell = s^3 \ell$, and let block $\ell$ be the submatrix $M[1..s, st_\ell..ed_\ell]$. Any query $2d(P, [a_1, a_2], [b_1, b_2])$ can be classified into one of two types: (i) $st_\ell \leq b_1 \leq b_2 \leq ed_\ell$ for some $\ell = 1, \ldots, \kappa$; and (ii) otherwise.

For (i), the query rectangle lies within a single block and we just use either data structure from Lemma 4.7 for $M[1..s, st_\ell..ed_\ell]$ for $\ell = 1, \ldots, \kappa$. Since every block has $s^2$ ones, the total space needed to support queries of type (i) in $O(\beta(s) + \gamma(s)occ)$ time is $O(\kappa s^2 \alpha(s^2)) = O(m \alpha(s))$ bits.
To handle queries of type (ii), we store \( \binom{s}{2} \) rank and select data structures for \( \binom{s}{2} \) bit vectors \( B_{ij}[1..\kappa] \), defined as follows. For \( 1 \leq i \leq j \leq s \) and \( 1 \leq \ell \leq \kappa \), let \( B_{ij}[\ell] = 1 \) if and only if there exists some \( M[p,q] = 1 \) where \( i \leq p \leq j \) and \( 1 + \frac{s^2}{m}(\ell - 1) \leq q \leq \frac{s^2}{m}\ell \). By Section 1.2.3, the total space to store the rank and select data structures is \( O(\binom{s}{2}\kappa) = O(m) \) bits. Furthermore, for each \( 1 \leq \ell \leq \kappa \), we store a list \( L_{\ell} \) of the \( s^2 \) ones in \( M[1..s, st_{\ell}..ed_{\ell}] \) in sorted order according to their column numbers. We also store \( s \) pointers \( Ptr_{\ell}[1..s] \), where \( Ptr_{\ell}[i] \) points to the first entry in the list \( L_{\ell} \) whose column number is at least \( i \). All lists \( L_{\ell} \) and \( Ptr_{\ell} \) can be stored in \( O(s^2\kappa \log s) = O(m \log s) \) bits.

Using \( B_{ij}[\ell] \), \( L_{\ell} \), and \( Ptr_{\ell} \), we answer query \( 2d(M, [a_1, a_2], [b_1, b_2]) \) as follows. Let \( st_{i_{\min}} \) and \( ed_{i_{\max}} \) be the smallest \( st_i \) and the biggest \( ed_i \) such that both of them lie in the interval \( b_1..b_2 \). Then the answer to the query equals the union of:

1. \( \text{query} \_2d(M, [a_1, a_2], [b_1, st_{i_{\min}} - 1]) \);
2. \( \text{query} \_2d(M, [a_1, a_2], [st_{i_{\min}}, ed_{i_{\max}}]) \); and
3. \( \text{query} \_2d(M, [a_1, a_2], [ed_{i_{\max}}, b_2]) \).

Now, (1) and (3) can be computed in \( O(\beta(s) + \gamma(s)occ) \) time by querying inside blocks (case (i) using data structure in Lemma 4.7). For (2), we use the rank and select data structure for \( B_{a_1a_2} \) to find all entries \( B_{a_1a_2}[j] = 1 \) for \( i_{\min} \leq j \leq i_{\max} \), and for each such \( j \), we report all points in \( L_j \) within \( Ptr_j[a_1] \) and \( Ptr_j[a_2 + 1] \). The running time is \( O(1 + occ) \) time.

In conclusion, we can build a data structure of size \( O(m\alpha(s)) \) bits that supports the operation \( \text{query} \_2d(M, [a_1, a_2], [b_1, b_2]) \) on \( M \) in \( O(\beta(s) + \gamma(s)occ) \) time. Combining this result and Lemma 4.7, we have Corollary 4.8.

### 4.4 The data structure \( I(T) \) for case 1

Recall from Section 4.2 that the array \( T[1..s] \) stores the \( s \) distinct factors of \( R \) that occur in the factorizations of \( S \) in lexicographical order. Here, we define a data structure named \( I(T) \) and apply it to locate all occurrences of a query pattern \( P \) that lie entirely inside single factors in \( T[1..s] \) (case 1 in Section 4.2). The main result of this section is summarized in the following theorem:
Theorem 4.1. The data structure $I(T)$ uses $2n + o(n) + O(s \log n)$ bits. Given the suffix range $st..ed$ of a query pattern $P$ in $SAR$, it reports all occurrences of $P$ inside factors stored in $T[1..s]$ using $O(occ_1(\log^* n + \log \sigma))$ time, where $occ_1$ is the number of answers.

A naive solution is to concatenate all the factors in $T[1..s]$ and then build a suffix tree or an FM-index, but the space used by such an approach would be proportional to the total size of $S$. Instead, we formulate the problem as a variant of an interval cover problem. Each factor will be represented as an interval on the reference sequence $R$. The pattern $P$ is first searched in the reference $R$, then the factors that cover the locations that $P$ occurs at are reported.

Note that we cannot simply enumerate all the occurrences of $P$ in $R$ to find the covering factors. This is because we assume that the reference $R$ may be independent of the sequences $S$, and there may be occurrences of $P$ in $R$ but not in $S$ (we call these occurrences false positives). The number of false positives of $P$ in $R$ can be $O(n)$. If we enumerate them, the search time cannot be bounded by $\ell$ and $occ_1$.

To avoid checking the false positive occurrences of the pattern, we impose an order on the occurrences of $P$ in $R$. Each location in $R$ is implicitly annotated with the length of the longest factor that covers over it. The searching algorithm prioritizes the occurrences of $P$ in $R$ with longer covers. It stops when the longest possible cover factor is shorter than the pattern length. In this way, we can ensure that the false positive occurrences are not enumerated.

We need the following definitions: for each $i \in \{1, 2, \ldots, s\}$, define $sp_i$ and $ep_i$ as the starting and ending positions of the factor $T[i]$ inside the reference string $R$, i.e., $T[i] = R[sp_i..ep_i]$. We say that any factor $T[i]$ covers a position $p$ if $sp_i \leq p \leq ep_i$. Also, factor $T[i]$ is to the left of factor $T[j]$ if either: (1) $sp_i < sp_j$; or (2) $sp_i = sp_j$ and $ep_i < ep_j$. Let $G[1..s]$ be an array of indices such that $G[i] = j$ if $T[j]$ is the $i$-th leftmost factor. To be able to convert between indices, we define $I_s[j] = sp_{G[i]}$ and $I_e[j] = ep_{G[i]}$. Note that $I_s[1]$ is the starting position of the leftmost factor and that the values of $I_s[1..s]$ are non-decreasing.

Next, for every $p \in \{1, 2, \ldots, n\}$, define $D[p] = \max_{j=1..s} \{I_e[j] - p + 1 : I_s[j] \leq p\}$. Intuitively, $D[p]$ measures the distance from position $p$ to the rightmost ending position of all factors that cover $p$. We have the following observation. Let $\{p_i\}$ be the set of positions of the occurrences of pattern $P$ in $R$. For any such $p_j$, if $D[p_j] > \ell$ (where
ℓ is the pattern length), the occurrence \( p_j \) of \( P \) is covered by at least one factor. (In other words, position \( p_j \) is a true positive occurrence of pattern \( P \).) Therefore, if the \( \{p_i\} \) is sorted by the values of \( D[p_i] \), the true positive and false positive occurrences can be separated easily.

However, since the occurrences of \( P \) in \( R \) are already sorted by the order in the suffix array \( SA_R \), we need some additional conceptual structures to remember the \( D[p_i] \)-order. Let \( D'[1..n] \) be an array such that \( D'[p] = D[SA_R[p]] \). (For an example, see Fig. 4.6 (a).) \( D'[p] \) tells us the length of the longest interval whose starting position equals \( SA_R[p] \).

Hence, \( D \) and \( D' \) can be used to filter all false positive occurrences according to the next lemma:

**Lemma 4.2.** For any index \( p \) and length \( a \), there exists a factor \( T[j] \) that covers all positions from \( SA_R[p] \) to \((SA_R[p] + \ell - 1)\) in \( R \) if and only if \( D'[p] \geq \ell \).

**Proof.** (Necessary condition) If \( T[j] \) covers \( SA_R[p] \), then \( D[SA_R[p]] \geq |T[j]| \). We also have that \( T[j] \) covers \((SA_R[p] + a - 1)\); therefore, \( |T[j]| \geq a \). That means \( D[SA_R[p]] \geq a \). By the definition of \( D' \), we have \( D'[p] \geq a \).

(Sufficient condition) Follows directly from the definitions of \( D \) and \( D' \). \( \square \)

Now, we describe the new data structure \( I(T) \). It consists of:

- The array \( G[1..s] \), using \( s \log n \) bits;
- A successor data structure (see Section 4.3) for \( I_s \), using \( s \log n + o(n) \) bits;
- A range maximum data structure (see Section 4.3) for \( I_e \), using \( 2s + o(s) \) bits; and
- A range maximum data structure for \( D' \), using \( 2n + o(n) \) bits.

Note that we do not explicitly store the arrays \( D[1..n], D'[1..n], I_s[1..s], \) and \( I_e[1..s] \). Lemma 4.3 shows how to recover the values of \( D[p] \) and \( D'[p] \) for any position \( p \in \{1, 2, \ldots, n\} \) from the data structure \( I(T) \). Also, \( I_s[i] \) and \( I_e[i] \) can be computed in \( O(1) \) time given \( G[i] \) and \( T \).

**Lemma 4.3.** Given the data structures \( I(T) \) and the FM-index of \( R \), for any positions \( p \) and \( q \) in \( R \), we can:

(i) Compute \( D[p] \) in \( O(1) \) time;
Figure 4.6: (a) The factors (displayed as grey bars) from the example in Fig. 4.2 listed in left-to-right order, and the arrays \(G, I_s, I_e, D\), and \(D'\) that define the data structure \(\mathcal{I}(T)\) in Section 4.4. (b) The same factors ordered lexicographically from top to bottom, and the arrays \(B, C\), and \(\Gamma\) that define the data structure \(\mathcal{X}(T)\) in Section 4.5.

(ii) Compute \(D'[p]\) in \(O(\log_\sigma n + \log \sigma)\) time; and

(ii) Report all factors that cover positions \(p..q\) in \(O(1 + \text{occ})\) time.

Proof. For (i), using the successor data structure for \(I_s\), we can identify the maximum \(y\) such that \(I_s[y] \leq p\) in \(O(1)\) time. Using the range maximum data structure for \(I_e\), we can identify an index \(v\) such that \(I_e[v] = \max_{j \leq y} I_s[j]\) in \(O(1)\) time. Then, \(D[p] = I_e[v] - p + 1\).

For (ii), \(SA_R[p]\) can be computed in \(O(\log^* n + \log \sigma)\) time by Lemma 4.1 in Section 4.3 so \(D'[p] = D[SA_R[p]]\) can be computed in the same time.

For (iii), it is obvious that all the factors that cover both \(p\) and \(q\) need to start at a position less than or equal to \(p\). Among them, the factors ending at \(q\) or to the right of \(q\) are those that need to be reported. Formally, the set of answers is \(\{T[G[i]] : I_s[i] \leq p\) and \(q \leq I_e[i]\}\).

This is the 2-sided range query problem. We first find the maximum index \(y\) such that \(I_s[y] \leq p\). Since \(I_s\) is non-decreasing, the problem becomes reporting every value \(i\) such that \(i \leq y\) and \(q \leq I_e[i]\). This problem can be handled by the maximum data structure (Section 4.2.3) for \(I_e\).

Based on \(\mathcal{I}(T)\) and the suffix range for the query pattern \(P\), Algorithm Search_Pattern in Fig. 4.7 finds all occurrences of \(P\) in factors from \(T[1..n]\). Basically, it checks the occurrences \(\{p_i\}\) of \(P\) in \(R\) based on the order of \(D[p_i]\) from bigger to smaller, and stops when \(D[p_i] < \ell\).

In Fig. 4.7, the value \(p_i\) is implicitly represented by \(SA_R[q]\) i.e. \(p_i = SA_R[q]\). Let \(st..ed\) be the suffix range of \(P\) in \(SA_R\). In line 1, the algorithm finds an index \(q\) from...
Algorithm Search_Pattern(st, ed)
Input: The data structure I(T), the FM-index of R and the suffix range st..ed of the pattern P in SA_R.
Output: Every factor T[j] in which P occurs.

1: Compute \( q = \text{max\_index}_{D'}(st, ed) \)
2: if \( D'[q] \geq \ell \) then
3: Report all factors that cover \( SA_R[q]..(SA_R[q] + \ell - 1) \) using Lemma 4.3
4: Search_Pattern(st, q - 1)
5: Search_Pattern(q + 1, ed)
6: end if

Figure 4.7: Algorithm for computing all occurrences of P in T[1..s].

the range \( st \leq q \leq ed \), such that \( D[SA_R[q]] \) has the biggest value. The condition \( D'[q] \geq |P| \), in line 2, guarantees that \( SA_R[q] \) and \( SA_R[q] + \ell - 1 \) are covered by at least one factor (where \( \ell \) is the length of the pattern). Since \( st \leq q \leq ed \), it holds that \( R[SA_R[q]..(SA_R[q] + \ell - 1)] \) is an occurrence of P in R. Then, the line 3 of the algorithm reports every T[j] that contains P by using Lemma 4.3. Finally, the algorithm recursively finds smaller values from its sub-ranges in line 4 and line 5.

4.5 The data structure \( \mathcal{X}(T) \) and \( \mathcal{X}(\overline{T}) \) for case 2

We now turn our attention to case 2 in Section 4.2 (see Fig. 4.4(b)). This section gives the details of two symmetric data structures \( \mathcal{X}(T) \) and \( \mathcal{X}(\overline{T}) \). For any given pattern P, \( \mathcal{X}(T) \) \((\mathcal{X}(\overline{T}))\) locates every occurrence of a suffix (prefix) of P that equals a prefix (suffix) of a factor of S. (See Fig. 4.8.) Data structure \( \mathcal{X}(\overline{T}) \) is used to find the left part of the pattern in our searching algorithm outlined in Section 4.2.2 Data structure \( \mathcal{X}(T) \) is used as a component in the data structure \( \mathcal{Y}(F,T) \) to find the right part in Section 4.6. To simplify the presentation, we only describe \( \mathcal{X}(T) \) below.

![Figure 4.8: Data structures used in case 2](image-url)

Our solution considers every non-empty suffix of P as a separate query pattern
for $\mathcal{X}(T)$. For each suffix $Q$, we assume that $Q$ is specified by the corresponding suffix range $st_Q..ed_Q$ in the suffix array $SA_R$ for the reference string $R$, along with the length of $Q$. Since $T[1..s]$ stores all distinct factors $S_{ij}$ in lexicographically sorted order, all occurrences of $Q$ in $S$ can be represented as a range $p..q$ in $T$ such that $Q$ is a prefix of every element in $T[p]..T[q]$. The theorem and corollary below summarize the data structures $\mathcal{X}(T)$ and $\mathcal{X}(T)$.

**Theorem 4.1.** The data structure $\mathcal{X}(T)$ uses $O(s \log n) + o(n)$ bits. For any suffix range $st..ed$ in $SA_R$ of a query pattern $P$, it can report the maximal range $p..q$ such that $P$ is a prefix of all $T[j]$, where $p \leq j \leq q$, in $O(\log \log n)$ time.

**Corollary 4.2.** The data structure $\mathcal{X}(T)$ uses $O(s \log n) + o(n)$ bits. For any suffix range $st..ed$ in $SA_R$ of a query pattern $P$, it can report the maximal range $p..q$ such that $P$ is a prefix of all $T[j]$, where $p \leq j \leq q$, in $O(\log \log n)$ time.

A simple solution for this problem is to build a trie of all the factors of $S$. However, such a data structure requires too much space. In this section, we observe a mapping between the lexicographically sorted order of the factors (stored in the array $T[1..s]$) and the suffix array of reference sequence in Lemma 4.3. Based on this mapping, to find if one pattern is a prefix of any factor, we search for the pattern in the reference suffix array $SA_R$, and then calculate the mapping using Lemma 4.4 in $O(\log \log n)$ time to extract all factors.

To start, we need some efficient way to check if the query pattern $P$ is a prefix of any specified factor $T[j]$. Since the factor $T[j]$ is a substring of $R$, let $st_{j}..ed_{j}$ denote the corresponding suffix range of $T[j]$ in $SA_R$. The next lemma says how their suffix ranges are related:

**Lemma 4.3.** Suppose $st_P..ed_P$ is the suffix range of $P$ in $SA_R$. $P$ is a prefix of $T[j]$ if and only if either: (1) $st_P < st_j \leq ed_P$; or (2) $st_P = st_j$ and $|T[j]| \geq |P|$.

**Proof.** We use the following property of the suffix array: Given a suffix array $SA_R$, consider two strings $x$ and $y$ such that $|x| < |y|$. Let $st_x$ and $ed_x$ be the suffix range of $x$ in $SA_R$. Let $st_y$ and $ed_y$ be the suffix range of $y$. If $x$ is prefix of $y$, then $st_x \leq st_y \leq ed_y \leq ed_x$. Otherwise, $(st_x, ed_x)$ and $(st_y, ed_y)$ are disjoint.

$(\rightarrow)$ By the property of the suffix array, if $P$ is prefix of $T[j]$, then the suffix range of...
$T[j]$ is inside the suffix range of $P$ in $SAR$. That is $st_P \leq st_j \leq ed_j \leq ed_P$. In addition, since $P$ is prefix of $T[j]$, we have $|P| \leq |T[j]|$. That means condition (1) or (2) is correct.

($\leftarrow$) If condition (1) is true, i.e. $st_P < st_j \leq ed_P$, then $ed_j \leq ed_P$. (Otherwise it will violate the property of the suffix array.) Since $P$ is equals the share prefixes of all $R[SAR[st_P]..n] \ldots R[SAR[ed_P]..n]$ and $T[j]$ is the share prefix of $R[SAR[st_j]..n] \ldots R[SAR[ed_j]..n]$. Since the range of $T[j]$ is strictly inside the range of $T[j]$, the length of $P$ is strictly less than the length of $T[j]$. Therefore, $P$ is a proper prefix of $T[j]$.

If condition (2) is true, we have $st_P = st_j$. Thus, either $P$ is prefix of $T[j]$ or $T[j]$ is prefix of $P$. However, we also have $|T[j]| \geq |P|$; therefore, $P$ is a prefix of $T[j]$.

For every $i = 1, \ldots, n$, define $\Gamma(i) = \{|T[j]| : st_j = i$ and $st_j..ed_j$ is the suffix range of $T[j]$ in $SAR\}$. In other words, $\Gamma(i)$ is the set of lengths of factors whose suffix ranges start at $i$ in $SAR$. We use $\Gamma(i)$ to map a suffix range in $SAR$ to a range of factors in $T$ according to:

**Lemma 4.4.** Suppose $st_P..ed_P$ is the suffix range of $P$ in $SAR$. Then, $p..q$ is the range in $T[1..s]$ such that $P$ is a prefix of all $T[j]$ where $p \leq j \leq q$, where $p = 1 + \sum_{i=1}^{st_P-1} |\Gamma(i)| + \{|x \in \Gamma(st_P) : x < |P|\}$ and $q = \sum_{i=1}^{ed_P} |\Gamma(i)|$.

**Proof.** By the definition of $\Gamma(i)$, for every $T[j]$ such that $1 + \sum_{i=1}^{st_P-1} |\Gamma(i)| \leq j \leq \sum_{i=1}^{ed_P} |\Gamma(i)|$ we have $st_P \leq st_j \leq ed_P$. If $st_P < st_j \leq ed_P$, condition (1) in Lemma 4.3 holds. Otherwise, $st_P = st_j$. However, $p = 1 + \sum_{i=1}^{st_P-1} |\Gamma(i)| + \{|x \in \Gamma(st_P) : x < |P|\}$. All the $T[j]$’s with length less than $|P|$ are not included; therefore, condition (2) in Lemma 4.3 holds.

Now, we present the data-structure $X(T)$ based on Lemma 4.4. First, let $B[1..n]$ be a bit vector such that $B[i] = 1$ if $\Gamma(i)$ is non-empty, and $B[i] = 0$ otherwise. Next, suppose $\Gamma(i)$ is the $r$-th non-empty set, and let $L[r]$ be a y-fast trie for $\Gamma(i)$ (see Section 4.3). Let $C[1..s]$ be a bit vector such that $C[\sum_{i=1}^{r} |\Gamma(i)|] = 1$, and 0 otherwise. See Fig. 4.6 (b). The data structure $X(T)$ consists of three parts: (i) The rank data structure for the bit vector $B[1..n]$ ($s \log n + o(n)$ bits); (ii) The select data structure for the bit vector $C[1..s]$ ($s \log n + o(n)$ bits); and (iii) The y-fast trie data structure $L[r]$ for $\Gamma(i)$ if $\Gamma(i)$ is the $r$-th non-empty set ($O(s \log n)$ bits). In total, $X(T)$ requires $O(s \log n) + o(n)$ bits.
Note that, for any $\ell$, we have

$$\sum_{i=1}^{\ell} |\Gamma(i)| = \text{select}_C(\text{rank}_B(\ell))$$

$$|\{x \in \Gamma(\ell) : x < c\}| = \text{successor-index}(L[\text{rank}_B(\ell)], c)$$

Using $X(T)$, they can be computed in $O(\log \log n)$ time. Hence, the values of $p$ and $q$ in Lemma 4.4 can be computed in $O(\log \log n)$ time. Theorem 4.1 follows.

### 4.6 The data structure $\mathcal{Y}(F,T)$ for case 2

This section outlines our solution for finding the occurrences for the right part of the pattern. For each suffix $P[i..\ell]$ for $1 \leq i \leq \ell$ of the pattern $P$, we need to check if $P[i..\ell]$ is the prefix of some factor suffix in $S$ (see Fig. 4.2.2 in Section 4.2.2).

Solving this problem is not too complicated. Since any factor suffix has a unique RLZ factorization; given one pattern $P'$, we can factorize the pattern using the reference, i.e., $RLZ(P'|R)$; then, match all the factorizations generated from the pattern with those sequences of $S$. However, in this problem, all the suffixes $P[i..\ell]$ needs to be matched against $S$. If we treat each suffix as an independent query pattern, it would take $O(\ell^2)$ time to answer all the queries. In this section, we present our approach to reuse the factorization and matching information between the suffixes to speed up the whole process. Briefly, each suffix of $P$ is represented by a suffix range in the factor suffix array $F$. We factorize the suffixes of the pattern and match them with the database sequences in one run from right to left using dynamic programming.

To be precise, we build a data structure $\mathcal{Y}(F,T)$ which for any pattern $P$ of length $\ell$ can compute the range of $P[i..\ell]$ in $F$ for all $1 \leq i \leq \ell$, i.e., the range $st..ed$ in $F$ where $P[i..\ell]$ is a prefix of $F[st]$, $\ldots$, $F[ed]$. Let $Q[i]$ denote the range for each $i$. The following theorem summarizes the main result:

**Theorem 4.1.** The data structure $\mathcal{Y}(F,T)$ uses $O(n) + (2 + 1/\epsilon) n H_k(R) + o(n \log \sigma) + O(m \log n)$ bits. It can find all suffix ranges of $F$ that match some suffix of a query pattern $P$ of length $\ell$ in $O(\ell(\log \sigma / \log \log n + \log \log n))$ time.

First, there are two sub-cases for our pattern in this section (see Fig. 4.9): (1) the whole suffix $P[i..\ell]$ is a prefix of some factors; and (2) suffix $P[i..\ell]$ contains at least
one factor inside and a tail which is a prefix of some factors. Solving the first sub-case is straightforward (since we can use data structure $\mathcal{X}(T)$ in Section 4.5). The second sub-case can be simplified based on the observation that the matched factors are unique. The properties of the two sub-cases are summarized in the following lemma:

**Lemma 4.2.** For any $F[i']$, define the head of $F[i']$ to be the first factor of $F[i']$. For any $1 \leq i \leq \ell$, if $P[i,\ell]$ is prefix of $F[st],\ldots,F[ed]$, then $P$ and $st..ed$ satisfy either one of the following properties:

1. $P[i..\ell]$ is the prefix of the heads of all factor suffixes $F[st],\ldots,F[ed]$.
2. The heads of all $F[st],\ldots,F[ed]$ are prefix of $P[i..\ell]$. In fact, these heads are the same; and equal $P[i..j]$ where $j$ is the biggest index such that $P[i..j]$ is a factor of $S$.

**Proof.** Denote $P[i..\ell]$ by $P_i$ for short. Assume $P_i$ is the prefix of two factor suffix $F[x]$ and $F[y]$. Let $X = T[x']$ and $Y = T[y']$ are the head of $F[x]$ and $F[y]$ respectively. Because $x$ and $y$ are symmetrical, without loss of generality, we just consider two cases $|X| = |Y|$ and $|X| < |Y|$. Assume $|X| < |Y|$, we have the following sub-cases: (a) $X$ is prefix of $Y$ and $Y$ is prefix of $P_i$. (b) $X$ is prefix of $P_i$ and $P_i$ is prefix of $Y$. (c) $P_i$ is prefix of both $X$ and $Y$.

We will prove that sub-cases (a) and (b) cannot be true. Therefore, only sub-case (c) or $|X| = |Y|$ happens which leads to only cases (1) and (2) of the Lemma.

In both sub-cases (a) and (b), factor $X$ is a prefix of $Y$. Let $c$ be the character in position $(|X|+1)$ of $F[x]$. Due to the maximal property of the encoding in Section 4.2.1, $X \cdot c$ does not occurs in the reference $R$. But, $Y$ must have some occurrence in $R$; therefore, the character at position $(|X|+1)$ of $F[x]$ is different from the character at the same position of $F[y]$. However, $P_i$ matches the position $(|X|+1)$ of both $F[x]$ and $F[y]$ in these sub-cases, and therefore, it is a contradiction. 

**Lemma 4.2** gives an important property of maximally factored suffixes. Namely, if
pattern matches the prefixes of two factor suffixes, the list of factors in the two prefixes are identical, except for the last factor whose prefix matches a suffix of the pattern. In other words, the factorization of $P[i..\ell]$ only depends on the factorization of one other suffix $P[i + a..\ell]$ (for some value $a$ that can be computed). From this observation, we obtain the following.

Let $S$ be the concatenation of the factorizations of all strings in $S$, and let $B$ be a general FM-index of $S$ (Section 4.3) that supports $\text{backward\_search}_B(T[i], (st, ed))$. The array $Q[i]$ can be computed as follows. Define $A[i] = P[i..j]$, where $j$ is the largest index such that $P[i..j]$ is a factor of $S$, if one exists, and nil otherwise. Let $Y[i]$ be the range $st..ed$ in $F$ such that $P[i..\ell]$ is the prefix of all the heads of factor suffixes $F[st]..F[ed]$, if one exists, and nil otherwise.

Informally, each entry $Y[i]$ stores the result of the sub-case (1). Each entry $A[i]$ of array $A$ stores the trace of a possible factorization for suffix $P[i..\ell]$. Then, array $Q[1..\ell]$ can be computed by dynamic programming based on the following equation:

$$Q[i] = \begin{cases} 
Y[i] & \text{if } Y[i] \neq \text{nil} \\
\text{backward\_search}_B(A[i], Q[i + |A[i]|]) & \text{if } Y[i] = \text{nil} \& A[i] \neq \text{nil} \\
\text{nil} & \text{otherwise}
\end{cases} \quad (4.1)$$

By Equation (4.1), $Q[1..\ell]$ can be computed in three steps:

(a) Compute $A[i]$ for $i = 1$ to $\ell$;

(b) Compute $Y[i]$ for $i = \ell$ to 1; and

(c) Compute $Q[i]$ for $i = \ell$ to 1.

Next, we present the data structure $Y(F, T)$ and discuss steps (a)–(c). The data structure $Y(F, T)$ consists of:

- The bi-directional BWT (see Section 4.3.2).

- The data structure $X(T)$ (see Section 4.5).

- The select data structure for a bit-vector $V[1..m]$, defined by $V[i] = 1$ if the head of $F[i]$ differs from the head of $F[i + 1]$, and $V[i] = 0$ otherwise.

- The general FM-index $B$ of $S$. 89
First, we discuss step (a). Fig. 4.10 gives the algorithm to compute $A[1..\ell]$. Lemma 4.3 presents the correctness of the time complexity of the algorithm.

**Lemma 4.3.** We can compute all $A[1..\ell]$ in $O(\ell (\log \sigma / \log \log n + \log \log n))$ time.

**Proof.** We apply the bi-directional FM-index (see Section 4.3.2) to compute $A[1..\ell]$, as shown in Fig. 4.10.

The inner loop (lines 4–7) of the algorithm extends the search sequence to the maximal length. The outer loop (lines 3–11) assigns a value to $A[i]$ and deletes the first character to move to the next position. To check any factor in $X(T)$ takes $O(\log \log n)$ time. The alphabet is of constant size, so the time for every forward search and delete back operation is $O(\log \sigma / \log \log n)$. Thus, each $A[i]$ is obtained in $O(\log \sigma / \log \log n + \log \log n)$ time.

---

```plaintext
1: Let $r_R$ and $r_{\overline{P}}$ be suffix ranges of the empty string $\varepsilon$ in $SA_R$ and $SA_{\overline{P}}$.
2: $j = 1$
3: for $i = 1$ to $|P|$ do
4:   while $j \leq |P|$ and the last forward search succeeded do
5:     $r_R, r_{\overline{P}} = \text{forward}_\text{search}(r_R, r_{\overline{P}}, P[j])$
6:     $j = j + 1$
7:   end while
8: if $r_R$ is a factor according to $X(T)$ then let $A[i] =$ the factor found by $X(T)$
9: else let $A[i] =$ nil
10: $r_R, r_{\overline{P}} = \text{delete}_\text{back}(r_R, r_{\overline{P}})$
11: end for
```

Figure 4.10: Algorithm to fill in the array $A[1..|P|]$. 

In step (b), we compute $Y[1..\ell]$ in two phases. The first phase computes another array $Y'[1..\ell]$, defined as follows: $Y'[i]$ is the range $st'..ed'$ in $T$ such that $P[i..\ell]$ is the prefix of $T[st'], \ldots, T[ed']$. By using the $X(T)$ data structure from Section 4.5, we can obtain $Y'[1..\ell]$. Then, given $Y'[1..\ell]$, the second phase computes $Y[1..\ell]$ with the select data structure for $V$ as follows: $Y[i] =$ (select$_V(st - 1) + 1, \text{select}_V(ed))$, where $(st, ed) = Y'[i]$. Finally, in step (c), we apply Equation 4.1 to compute $Q[1..\ell]$. The total running time is therefore $O(\ell (\log \sigma / \log \log n + \log \log n))$.

The data structure $X(T)$ uses $O(s \log n) = O(m \log n)$ bits. The bi-directional BWT uses $(2 + 1/\epsilon)nH_k(R) + O(n)$ bits. The general FM-index $B$ requires $O(m \log s) = O(m \log n)$ bits. The select data structure on bit-vector $V$ is implemented using $O(m)$ bits. Thus, Theorem 4.1 follows.
4.7 Decoding the occurrence locations

Recall that given strings $S = \{S_1, S_2, \ldots, S_t\}$, we decompose each $S_i$ into factors. The substring from the start of a factor to the end of the string is called factor suffix. One factor may occur at multiple locations of the set of strings $S$, but every factor suffix has a unique location in $S$. All the distinct factors are represented in the array $T[1..s]$. The sorted order of the factor suffixes is represented in the array $F[1..m]$. The result of case 1 of our algorithm is a set of factors such that $P$ is a substring of them. Since each factor in this set can have multiple locations in $S$, the first problem reports, for an index $p$ of $T$, all the locations in $S$ that factor $T[p]$ occurs at.

The result of case 2 is a set of factor suffixes represented in $F$ such that a suffix of $P$ is the prefix of these factor suffixes. The second problem reports, for an index $p$ of $F$, the unique location in $S$ that the factor suffix $F[p]$ occurs at. We design a pipeline with 3 phases to resolve cases 1 and 2.

- **Phase (I):** Given an index $p$ of $T$, return a set of indices $\{p'\}$ such that $T[p]$ equals the first factor of each $F[p']$.

- **Phase (II)** computes relative locations in $S$ for a factor suffix in $F$:
  Given an index $p$ of $F$, return $i, j$ such that $F[p]$ starts at $S_{ij}$ in $S$.

- **Phase (III)** converts the relative locations in $S$ to the exact location in $S$:
  Given $i, j$, return $1 + \sum_{q=1}^{j-1} |S_{iq}|$, i.e., the starting location of $S_{ij}$ in the input string.
To obtain the results for case 1, we apply all 3 phases. For case 2, we only apply phases (II) and (III).

Phase (I) can be done using the $\mathcal{Y}(F, T)$ data structure in $O(1 + \text{occ})$ time. Phase (II) can be done by decoding the general FM-index with $\mathcal{Y}(F, T)$ in $O(1 + \text{occ} \cdot \log m / \log s)$ time.

Phase (III) is described next. The idea is to compute the position of $S_{ij}$ in the string that is the concatenation of $S_1, \ldots, S_i$ and then convert it to the position in $S_i$. Let $L[1..s]$ be an array storing the lengths of all factors in the order of occurrences in the concatenated string, that is, the length of factor $S_{ij}$ is stored in entry $L[\sum_{i'=1}^{i-1} c_{i'} + j]$. Let $C[0..s]$ be a bit vector where $C[0]$ is set to 1, and $C[\sum_{i'=1}^{i} c_{i'}]$ are set to 1 for all $i = 1, \ldots, N$ where $c_{i'}$ is the number of factors in $S_{i'}$. (Thus, $C$ encodes the indices in $L$ of heads of factors.)

To implement phase (III), we store: the prefix sum data structure for $L$ and the select data structure for $C$. The location of $S_{ij}$ in $S_i$ is obtained as follows. First, compute $s = \text{select}_C(i)$. Then, the value of $1 + \sum_{q=1}^{j-1} |S_{iq}|$ is given by $1 + \text{prefix\_sum}_L(s + j - 1) - \text{prefix\_sum}_L(s)$.

Lemma 4.1. Phase (III) runs in $O(\text{occ} \cdot \log \log n)$ time and uses $O(m \log n)$ bits.

Proof. The array $L$ has $m$ elements and the sum of all of them is at most $mn$. Based on [25], the space for the prefix sum data structure of $L$ is $O(m \log (mn/m)) + O(m) = O(m \log n)$ bits. Because the length of $C$ is at most $m$, the select data structure for $C$ uses at most $O(m)$ bits. Therefore, the total size of this data structure is $O(m \log n)$ bits.

The prefix\_sum$_L$ operation in $L$ takes $O(\log \log n)$ time, and the select$_C$ operation in $C$ takes $O(1)$ time. □
Chapter 5

Conclusions

Due to recent improvements in sequencing throughput, indexing data structures are becoming an essential tool for DNA sequence analysis. In this thesis, we study a few compressed indexing data structures in regard to sequence similarity in biological sequences. The first work is a data structure with application in sequence alignment. The successive works explore compressed structures for storing similar sequences with fast pattern searching. The detail technical contributions are summarized as follows.

Our first contribution is to introduce the first full-functional compressed version of directed acyclic word graph (DAWG). In this work, by observing a close relationship between DAWG and existing compressed data structures namely suffix tree and FM-index, we developed algorithms to emulate operations on DAWG using components of the existing structures. The structure uses $nH_k(S) + 2nH_0(T) + o(n)$ bits and supports the DAWG operations in at most $O(\log n)$ time. In addition, we also applied our DAWG data structure to speed up the computation of local alignment, a key biological sequence similarity measurement method. Precisely, we develop an algorithm to compute the meaningful alignment between a query and a database sequence indexed by DAWG. Compared to previous works, this method improves the running time when the query has many matches with the database sequence. That leads to an improvement in the worst case bound while keeping the good average case bound in the random input case.

Our second contribution is the introduction of two new data structures for a set of similar sequences called multi-version rank/select and multi-version FM-index. These data structures model the changes between the sequences by storing only the inserted and deleted characters between each pair of sequences. This scheme gives an effective
compression when the sequences are long, and each sequence is hard to compress.
The multi-version rank/select data structure requires \(|S|H_k(S) + 2m(\log m + \log n) + o(n \log \sigma + m(\log m + \log n))\) bits, and answers the rank/select queries in \(O(\log \log \sigma + \log m/\log \log m)\) time where \(m\) is the number of changes, \(\sigma\) is the size of the alphabet, and \(S\) is a sequence that consists of the characters from the first sequence and the inserted characters. The multi-version FM-index uses \(|S|H_k(S) + O(m \log^2 (m + n)) + o(n \log \sigma)\) bits, and finds pattern \(P\) in \(O(|P|(\log \log \sigma + \log m))\) time.

Our third contribution is a novel indexing data structure for RLZ compression scheme for a set of similar sequences. Consider a set of similar sequences \(S\), and a reference sequence \(R\) of length \(n\) over a moderate alphabet of size \(\sigma\). Let \(m\) be the smallest possible number of substrings of \(R\) to represent \(S\). The data structure takes \((2 + \frac{1}{\epsilon}) nH_k(R) + O(n) + O(m \log n)\) bits. All exact occurrences of any query pattern \(P\) of length \(\ell\) can be reported within \(O(\ell \log^\epsilon n + occ \cdot (\log^\epsilon n + \frac{\log m}{\log n}))\) time where \(occ\) is the number of occurrences of \(P\), and \(\epsilon \leq 1\) is a constant. Using additional \(O(m \log n \log \log n)\) bits, the query time can be reduced to \(O(\ell \log \log n + occ \cdot (\log^\epsilon n + \frac{\log m}{\log n}))\).

Besides the specific contributions mentioned above, we also improve some existing data structures and propose new supporting structures for the design of the main indexes. In section 3.3 we present a succinct version of the \(k\)-th line cut data structure. This data structure is used to store a set of vertical lines and supports a query that finds the \(k\)-th cut of these lines with a horizontal ray. For the regular case, we improve the space by a factor of \(\log n\) and query time by a factor of \(\log \log n\); and for certain inputs, the bound can be further reduced. In Section 4.3 we improve the bi-directional FM-index which is used in DNA short read mapping \cite{69} and RNA structure patterns searching \cite{84}. We add new operations and improve query time of existing operations from \(O(\sigma \log \sigma/\log \log n)\) to \(O(\log \sigma/\log \log n)\). Section 4.3 also provides an improvement for a restricted type of 2D range query data structure when the input is asymmetry.

For future directions, there are a number of interesting questions regarding similarity measurement and indexes for this type of data. First, as discussed in Chapter 4, the empirical entropy measurement \(H_k\) which often uses for benchmarking traditional compressed structures cannot reflect accurately the amount of redundancy in similar sequences. Currently, each model of similarity gives rise to a different measurement and representation method. For example, in this thesis, we work on delta compression for
insertions/deletions and RLZ compression. However, the indexes based on different com-
pressions are hard to compare. Therefore, more research is needed to better understand
and unify the concept of sequence similarity. Secondly, future works are required to
explore the space-time trade-off of the indexing data structure and new operations and
of the current indexes. For example, the current bounds for pattern searching in RLZ
index is very close to linear of the pattern length. However, we still do not know whether
it is possible to reduce the searching time without scarifying too much space. Besides,
multi-version FM-index and multi-version rank/select can be extend to handle sequences
with relationship that forms a evolutionary tree. Last but not least, this thesis consists
of mostly theoretical results; we wish to further work on some simplified but practical
implementations of these results.
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