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Abstract

This paper presents an implementation method and experimental results of an extensible parallel processing system for databases. We have already proposed a stream-oriented parallel processing scheme (stream-oriented scheme) of basic operations for databases and knowledge bases. This scheme is based on the demand-driven evaluation incorporating stream processing.

We have designed basic primitives as a set of basic facilities for implementing the stream-oriented scheme. By using these basic primitives, arbitrary basic operations for a wide variety of database applications can be described and executed in parallel. In this paper, we present an implementation method of these basic primitives. This method is used to implement the stream-oriented scheme in parallel processing environments in which message passing is used for interprocessor communication. This paper also shows several experimental results of actual query processing in a parallel processing environment in which multiple conventional processors are loosely connected to a high speed network.

1 Introduction

Relational database systems usually support a fixed set of basic operations called relational database operations. For supporting database applications, such as knowledge bases and engineering applications, it is necessary to allow the database administrator or user to specify new basic operations and data types, and to integrate them into the system. The key issue is to provide the administrator or user with the facilities to implement specific operations and data types and to enable them to be integrated into the system.

Furthermore, those operations should be executed efficiently. To enhance the processing performance of relational database operations, many algorithms and database machine architectures have been proposed (see e.g. [2,3]). In general, these algorithms and architectures have been designed to execute relational database operations efficiently. That is, these algorithms and architectures have been oriented for a fixed set of operations.
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For supporting advanced database applications, database systems should have facilities to execute arbitrary basic operations efficiently. We have proposed a stream-oriented parallel processing scheme (stream-oriented scheme) for basic operations of relational databases [4] and inference operations for deductive databases [5]. This scheme is based on the demand-driven evaluation [11,12] incorporating stream processing. We have designed basic primitives as a set of basic facilities for implementing the stream-oriented scheme [4]. By using these basic primitives, arbitrary basic operations for a wide variety of advanced database applications can be described and executed in parallel.

Two parallel processing environments are considered for implementing the stream-oriented parallel processing scheme as follows:

1. Multiple conventional processors are connected to a high speed network. In this environment, message passing is performed to communicate stream elements and demands among multiple processors.
2. Multiple processors are tightly connected through shared memory. In this environment, stream elements and demands are sent and received through shared memory that is allocated among multiple processors.

We have implemented the basic primitives of the extensible parallel processing system SMASH in the environment (1). In this paper, we present an implementation method of the basic primitives. In this implementation method, the communication between processors is performed by using the message passing mechanism. We have also performed several experimental results of parallel query processing on the implemented system. We present several experimental results and discuss the efficiency of our implementation method and system.

2 Stream-oriented parallel processing

2.1 The Stream-oriented scheme

In this section, the stream-oriented scheme described in [4] is briefly reviewed. In our parallel processing scheme, the demand-driven evaluation strategy is used to exploit parallelism in processing queries for databases. In this scheme, independent function nodes, which are allocated to different processors, are executed in parallel. Furthermore, the stream-oriented parallelism is also exploited between function nodes (e.g. relational operation nodes) which are served as producers and consumers of intermediate streams. A function node, which consumes intermediate stream, is referred to as a “consumer node”, and a function node, which produces intermediate stream, is referred to as a “producer node”.
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When a consumer node completes the processing of a grain (or a page) of stream elements which corresponds to its input buffer size, the node issues a demand to the producer node in order to have the input buffer refilled with the next grain of stream elements.

When a producer node receives a demand from the consumer node, the consumer node accesses a grain of stream elements from its input buffer and it executes the computation until the node has completed the production of one grain of resulting stream elements in the output buffer. The output buffer is then treated as the input buffer for the consumer node. Once a grain is accessed by a consumer node, the grain can be removed from the buffer.

Not every function node creates a whole intermediate stream for a single demand. Each node creates only one grain of stream elements for a single demand. Therefore, each buffer does not need to have a capacity for storing the whole intermediate stream, that is, the buffer size is not related to the size of the intermediate stream. The size of the buffer corresponds to grain size. The grain size differs among function nodes, that means, each grain size is fixed according to the size of the each buffer allocated to each function nodes.

If both the producer node and the consumer node of an intermediate stream are allocated to different processors, the double buffering mechanism is supported in a buffer between them, in order to exploit the stream-oriented parallelism.

In terms of references to the same stream, two reference methods named “re-computation method” and “caching method” are supported and used alternatively. In the re-computation method, if a stream is referenced more than once, the corresponding stream is reproduced each time it is referenced. In this case, each stream element can be deleted just after a reference to it is completed. If this method is employed, the computation to the stream can be performed within limited memory resources. However, when the same stream is referenced more than once, it must be reproduced, that is, the computation which produces the stream must be re-executed.

On the other hand, in the caching method, a stream is produced only once when the first reference to it is performed. The produced stream is then used in the other references to the stream. In this method, the stream must be retained until every reference to it is completed. If the stream is huge, like a stream of tuples in a relation, it seems that the memory could be swamped. However, reproduction of the same stream is unnecessary.

2.2 Basic primitives

We have designed the basic primitives, as basic facilities to implement the stream-oriented schema. A set of our basic primitives has been presented in [4] in detail. Each basic primitive is independent of hardware architectures, on which the basic primitives are implemented. Furthermore, each basic primitive is also independent of algorithms of basic operations for databases and knowledge bases. This enables the basic primitives to be used in describing arbitrary basic operations for databases and knowledge bases. Basic primitives exploit parallelism inherent in arbitrary basic operations by incorporating the demand-driven evaluation with stream processing. In our system, an arbitrary basic operation is defined as a function, and that function is transformed into the procedural object codes which include basic primitives. A function activated at execution time is referred to as a function instance. Each function instance is allocated to one of the multiple sites, and parallel processing is then performed among function instances which are allocated to different sites.

Basic primitives are classified as follows:

(1) The creation of a function instance and a channel (primitives: new, channel)

(2) The sending and receiving of stream elements and demands (primitives: get, put, send, receive, pre-demand)

There are two cases for transferring a stream between function instances (“f" and “g”).

In the case that the output stream of a function instance (“g" or “h") becomes the input stream of another function instance (“f") as an actual argument, the function applications are represented in case-1 of Fig. 1.

In this case, the primitive “get" is used in the consumer function (“h") to fetch a stream element from the buffer of the channel allocated between two function instances (“f" and “g"). When the buffer is vacant, this primitive issues a demand to the producer function (“g"). Then, it waits until the buffer is refilled with the next grain of stream elements. At this time, if the double-buffering mechanism is supported in the buffer, as discussed in section 2.1, and the next grain has already been produced due to the pre-issued demand, this primitive be-

![Figure 1: Sending and Receiving of stream elements and demands](image-url)
In the function instance "f", the primitive "select" invokes another function instance ("g") in the function body by using the primitives "new" and "channel". The function applications are represented in case 2 of Fig. 1.

In this case, primitives "send" and "receive" are used in the function instance "f". In the function instance "f", to pass a stream element to the child function instance "g", the primitive "send" stores the stream element in the buffer. This primitive does not wait for the next demand when the buffer is filled with stream elements. Until the next demand arrives, this primitive does not store a stream element, that is, this primitive is ignored at the execution of the function instance "f". In the function instance "g", the primitive "receive" receives a stream element from the buffer as a part of a return value of the child function instance "g". When the buffer becomes vacant, this primitive issues a demand to the child function instance "g". However, at this time, this primitive does not wait for the next grain of stream elements. This primitive is ignored at the execution of function instance "f", until the next grain of stream elements is stored into the buffer by the child function instance.

The basic primitive "pre-demand" is used when the double buffering mechanism is supported in the buffer of a channel. In this case, stream-oriented parallelism is exploited between function instances which are allocated to different sites. For the producer function instance of a stream, this primitive is issued only once at the beginning of execution of the consumer function so as to have the producer function create the first grain of stream elements eagerly.

As reference methods to the same stream, "re-computation method" and "caching method" are alternately used in our system. In supporting the re-computation method, the primitive "rewrite" is used to request the re-production of the stream to the producer function instance. This primitive initializes the producer function instance and the channel allocated between these function instances. If the caching method is specified, the re-computation of the stream is not necessary, but the intermediate stream elements must be stored in the caching directory to cope with the next references to the same stream.

(4) Nondeterministic selection of a single stream element from multiple streams. (primitives: select, disable, enable)

By using the concept of "nondeterminism", when a function instance sends and receives several streams and demands, a higher degree of parallelism can be exploited by choosing one of the demands or one of the streams in the nondeterministic way.

The primitive "select" chooses one of channels, which are connected to the function instance. In the case of this primitive not being supported, some primitives in the function instance may wait for the arrival of stream elements or a demand at a channel, which is not activated due to the delay of the arrival of stream elements. In this case, the execution of the function instance is suspended and, as a result, the parallelism may decrease.

The primitive "select" is used incorporating with the primitives "disable" and "enable". The primitive "disable" removes the specified channel from candidates for the nondeterministic selection. The primitive "enable" adds the specified channel to candidates for the nondeterministic selection.

3 An implementation method

In this section, we present an implementation method of the basic primitives. This implementation method is thought of as being novel, for implementing parallel processing environments for databases by using multiple conventional processors connected to a high speed network. Using only conventional processors and networks, arbitrary basic operations for a wide variety of database applications can be executed in parallel.

In this method, communication of stream elements and demands is performed by using message-passing between function instances allocated to different sites. On the other hand, stream elements and demands are sent or received through the shared segment of a memory, between function instances which are allocated to the same site.

When several function instances are allocated to the same site, the stream-oriented scheme enables those function instances to be executed in pseudo parallel within limited buffer resources. Two approaches to the implementation of a single site have been considered. First approach is based on the method that the function instances allocated to a single site are activated and executed within a single process. In this approach, stream elements and demands are transferred within the single process. The kernel in the process manages the transition of control to one of executable function instances. We adopt this approach to the implementation of a single site. The other approach is based on the method that a single process is assigned to each function instance. In general, communication and switching among processes may cause overhead, because the transition of control is managed by the operating system. In this case, since stream elements and demands are transferred by communication and switching among processes, the overhead of communication and switching becomes unacceptable. Therefore, we do not employ this approach.

Each site consists of a communication process (CP) and a functional computation process (FCP) as shown in Fig. 2. In each site, only two processes are required to execute the basic functions and to communicate the stream elements and demands among the sites. Function instances and channels are created within the FCP. The message passing mechanism is implemented at CP to transfer stream elements and demands between the sites.

3.1 Kernel

A kernel is implemented at each site in order to manage communication among function instances, and to schedule the execution order of function instances that are allocated to a site. One kernel is provided for each site, and its facilities are separately implemented in FCP and CP as follows:

(1) creation of function instances (FCP)
(2) creation of channels (FCP)
(3) scheduling for pseudo parallel execution of function instances allocated to the single site (FCP)
(4) control of interprocessor communication (CP)

The interpretation of basic primitives, "new" and "channel", corresponds to (1) and (2), respectively. As (3), the kernel controls the execution of function instances which are allocated to
3.2 Function instance

Each function instance is sequentially executed, but parallelisms can be exploited among function instances. Each function instance receives one or several streams, and creates a stream as a return value. Stream elements and demands are transferred through a "channel" which is allocated between function instances.

Each function instance transits states as follows:

1. Executing State:
   This is the state that the function instance is executing. From this state, it transits to the waiting state when one of the following conditions occurs:
   (1) When the function instance completes producing a grain of stream elements, it transits to the waiting state to wait for the next demand. In this case, the waiting state is called "Waiting for the next demand".
   (2) When it completes consuming a grain of stream elements, it transits to the waiting state to wait for the next grain of stream elements. In this case, the waiting state is called "Waiting for the next grain of stream elements".

2. Waiting for the next demand:
   When the function instance transits to the waiting state due to the condition (1), it waits for the next demand issued by its consumer function instance. When this function instance receives a demand, it transits to the Ready state.

3. Waiting for the next grain of stream elements:
   When the function instance transits to the waiting state due to the condition (2), it waits for a grain of stream elements which has been produced by the producer function instance, after issuing the demand. In this case, when the function instance receives the grain, it transits to the Ready state.

4. Ready state:
   If several function instances are allocated to the same site, the function instance transits from the waiting state cannot be always executed immediately. First, the function instance transits to the Ready state, but not to the Executing state. From the Ready state, the function instance, which has obtained control from the scheduler, transits to the Executing state. Each kernel includes a scheduler. Then, the scheduler searches for the function instances which are ready to be activated, and gives control to one of these function instances. Currently, round-robin scheduling is employed.

3.3 Channel

Function instances use a "channel" to transfer demands and stream elements between them, as shown in Fig. 3. The channel has a communication buffer for transferring grains of stream elements and demands. By using the channel, communication between function instances can be performed transparency. A channel has two main roles; one is to be the interface to a function instance as a "channel port", the other is to perform communication between channel ports in a single channel.

(1) channel port:
   A channel port is the interface to a function instance. We call the channel port connected to the producer function instance the producer channel port. We call the channel port connected to the consumer function instance the consumer channel port. Each channel port is allocated to the site where the function instance, which is connected to it, is allocated. Communication between function instances is performed through the producer and consumer channel ports in a single channel according to requests of demand or data transfers.

(2) communication between channel ports:
   When function instances connected to a channel are allocated to single site, or to different sites, they are executed in pseudo-parallel, or in parallel, respectively. The communication between producer and consumer channel ports is performed as follows:
   (a) channel port communication within a single site:
      When the producer and consumer channel ports are allocated to the same site, a shared segment of memory is used to communicate stream elements and demands as shown in Fig. 3-(a). In our method, since the function instances allocated to the same site behave as coroutines,
3.3 Interprocessor communication

We have implemented a parallel processing system SMASH on the basis of the implementation method discussed above. The current hardware environment consists of a number of Sun 3 workstations (Unix 4.2BSD [10]) connected to the Ethernet [10]. We use facilities of interprocessor communication which are supported in Unix.

We have chosen the UDP [10] as the communication protocol among the sites. In the communicating model of UDP, interprocessor communication is performed through a shared bus. In comparing to the communication protocol TCP [10], we explain the reasons why we have adopted the UDP.

1. Since the UDP is a lower level communication protocol than the TCP, its communication can be performed more efficiently than that of the TCP. That is, since the UDP is simple protocol, its overhead for network communication is small, and it is advantageous for transferring a large amount of data, such as databases.

2. In the UDP, a processor can dynamically select the communication partner when it receives a request for communication. That is, unlike the TCP, it is not necessary to statically fix a one-to-one virtual circuit between the processors. On the other hand, the TCP is based on the communication model of Client and Server. This forces the processors to communicate with each other as a master and a servant. However, in our implementation method, there is no special processor such as a supervisor, and parallel processing is performed by communicating with processors of the same ability. Therefore, the UDP is suited to our method.

3. Communication in the UDP is less reliable than that in the TCP. Therefore, the reliability of communication must be assured within the framework of our implementation. In our system, the CP supports reliable communication. On the other hand, the TCP has a higher reliability than the UDP. However, this higher reliability in the TCP often causes heavy overhead, especially, for applications of database processing which are required to manipulate large amounts of data. In comparing the TCP with the UDP, we found the UDP to be more efficient.

4 Experiments and results

We have performed several experiments on the experimental system for examining the effectiveness of our implementation
method presented in this paper. In addition, we have measured the execution time of several queries. The execution time includes the actual CPU time, system call time for disk I/O processing, and communication time among sites.

4.1 Queries for experiments

Our system can support a wide variety of database operations. Queries consisting of relational database operations are used, as examples. We utilize four simple queries, with the same structure, consisting of three join and three selection operations, as shown in Fig. 4. Selection and join nodes are allocated to different sites, and executed in parallel by the stream-oriented scheme. In each join node, the tuples of the grain stored in the outer-relation buffer are sorted on joining attribute(s), and each tuple in the inner-relation buffer is compared with the sorted tuples by using the binary-search algorithm. The operand base-relation of each selection node is stored in the site where the node is allocated.

Table 1 shows the parameter settings of relation sizes and selectivity factors [7,9,13] for each query.

In Query 1, the size of the intermediate relation produced by each join node is the same as the size of the operand inner-relation. In Query 2, Join-3 produces an intermediate relation with twice the size of the operand inner-relation. Join-2 and Join-1 produce relations of the same size as that of the intermediate relation produced by Join-3. In Query 3, each node (Join-1, Join-2, Join-3) produces a relation with twice the size of the operand inner-relation. In Query 4, each node produces a relation with half the size of the operand inner-relation.

In the stream-oriented scheme, if the selectivity factors and the buffer sizes are kept constant, the frequency of communications, the amount of transfer data and the comparison times between pages will remain constant. Although the total execution time becomes longer with the increase of base-relation size, neither parallelism nor effect on communication traffic changes. Therefore, we did not perform experiments on various settings of base-relation sizes.

We considered the queries with the same base-relation sizes and different join selectivity factors. Tuples in all the relations are 64 bytes long, each including 4 byte integer attributes as selection and joining attributes. All of the integer attributes have uniformly distributed values, but the range of their distributions varies to generate different join selectivity factors.

4.2 Experimental results

In these experiments, the re-computation method has been used as the parameter passing method in the stream-oriented scheme. In employing re-computation method, the total number of computations is dependent only on the size of the outer-relation buffer which has been allocated to each operation node. The outer-relation buffer size has an effect not only on the number of computations, but on the parallelism between the operations which are being executed at different sites. Therefore, it is very important to allocate available buffer resources optimally to each outer-relation buffer. In parallel processing cases, the size of the grain being transferred between sites also affects parallelism. In the experiments, this grain size corresponds to the inner-relation buffer size. Furthermore, buffer
sizes for base relations affect the number of disk I/O operations. Therefore, it is important to optimally allocate buffer resources to inner-relation buffers and buffers for base relations. That is, the limited buffer resources must optimally be allocated to each buffer for each operation node. In [6,7,8], for implementing the stream-oriented scheme in sequential, parallel, and distributed processing environments, we have presented several algorithms to optimally allocate the buffer resources to each buffer. These algorithms are used to minimize the number of computations and disk I/O operations, and to exploit parallelism in query processing. The experiments discussed in this section have been focused on the investigation of the effects of the outer-relation buffer size and the inner-relation buffer size on the number of computations and parallelisms.

4.2.1 Effects of buffer resources

Three processors/sites were used to execute each query. To store outer-relation tuples of each join operation, the same amount of buffer resources was allocated to each site, that is, BS1 = BS2 = BS3. Fig. 5 shows the execution time in parallel processing of Query 1, 2, 3, and 4 in varying the outer-relation buffer size.

The execution time is shortened with the increase of the outer-relation buffer size (BS1, BS2, BS3). This is because, the increase of the outer-relation buffer size decreases the number of computations in query processing. Execution time is shortened discontinuously with the increase of the buffer size. The number of re-computations of the join operation does not continuously change with the increase of the buffer size. In the range of the buffer sizes with which the number of re-computations does not change, the execution time of a query is not always shortened with the increase of the buffer size.

4.2.2 Effects of the outer-relation buffer size on parallelism

Resource allocation to the outer-relation buffer of each join node gives a significant effect on parallelism inherent in a query. In [6], we have introduced a criterion for resource allocation to exploit the stream-oriented parallelism inherent in the operation nodes. Here, we briefly review the criterion. We consider parallelism inherent between two nodes (Join-2, Join-3) in Fig. 4. It is assumed that two operation nodes are being executed by different sites.

If Join-2 performs the comparisons between two operand grains currently stored in the input buffers (BS2, IBS2), and Join-3 completes producing the next inner-relation grain during the comparisons in Join-2, the pipeline delay is eliminated. (That is, the stream-oriented parallelism is exploited.) In other words, a suspension of operation execution causes a pipeline delay, which occurs in the absence of the next inner-relation grain.

The number of comparisons between an inner-relation grain IBS2 and a sorted outer-relation grain BS2 in Join-2 is

\[ IBS2 \cdot \log_2 BS2 + jf2a \cdot BS2. \]  

The number of comparisons in Join-3, to produce an inner-relation grain (IBS2) of Join-2 by using the binary-search algorithm (1/2jf2a is the average number of comparisons required to generate one output tuple by the nested-loop) is

\[ IBS2 \cdot \log_2 BS2 + jf2a \cdot BS2 / (jf2a \cdot BS2). \]  

The criterion to execute Join-2 continuously without pipeline delay is as follows:

\[ (1) \geq (2). \]

Figure 5: Relationship between the outer-relation buffer size and execution time.

If this criterion is satisfied in any adjacent nodes served as producer and consumer nodes at different sites, the root-node of a query tree (e.g. Join-1) can be executed without the suspension.

Fig. 5 shows the execution time of the queries Query 1, 2, 3, and 4 because the buffer size is large enough to contain all the tuples of the outer-relations. As a result, the best execution efficiency is shown.

The increase of the outer-relation buffer size contributes both to reducing the number of computations and to satisfying the criterion for exploiting parallelism.

4.2.3 Effects of communication granularity on parallelism

The size of the inner-relation buffer does not influence the number of computations in query processing. However, it influences the number of times it takes to transfer stream elements and the number of times it takes to issue demands. We varied the size of IBSE1 (1, 2, 3) of the inner-relation buffer in Query 1, 2, 3, and 4 to examine its effects on the number of times it takes to transfer packets of stream elements, and the number of times it takes to issue demands. The change of IBSE1 outer-
responds to that of granularity for message-passing. Fig. 6 shows the relationship between the execution time and the alteration of the inner-relation buffer size, when all the tuples of the outer-relations are contained in the outer-relation buffers. As shown in this figure, with the smaller size of the inner-relation buffer, the execution time becomes longer, because the overhead has become heavier due to the increase of the number of times it takes to transfer packets of stream elements or demands. With the larger size of the inner-relation buffer, the execution time also becomes longer because the increase of the buffer size decreases the parallelism in stream-oriented processing. In particular, the setting of granularity is important in the small granularity range.

![Figure 6: Execution time in various settings of communication granularity.](image)

5 Conclusion

In this paper, we have presented an implementation method of an extensible parallel processing system SMASH for supporting a wide variety of basic operations. Our experimental results have shown that this implementation method is effective in performing parallel processing of actual queries. This implementation method can be applied to a wide variety of parallel processing environments in which the message-passing mechanism is used for the interprocessor communication. Currently, we are designing another implementation method of the basic primitives for implementing the stream-oriented parallel processing scheme on tightly-coupled multiple processors with shared memory. In utilizing this method, the communication schemes between function instances are different from those presented in this paper. Furthermore, resource allocation strategies are also different.

We are extending our basic primitives so as to support a wide variety of advanced database applications. In particular, in extending our basic primitives, the flexibility and extensibility for descriptions and manipulations of complex objects[1] have been very important.
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