
 

 

Abstract 
 

We present an analytical method to estimate the ab-
solute registration error bounds if two surfaces were to 
be aligned using the ICP (Iterative Closest Point) 
algorithm. The estimation takes into account (1) the 
amount of overlap between the surfaces, (2) the noise 
in the surface points’ positions, and (3) the geometric 
constraint on the 3D rigid-body transformation be-
tween the two surfaces. Given a required confidence 
level, the method of estimation enables us to predeter-
mine the registration accuracy of two overlapping 
surfaces. This is very useful for automated range ac-
quisition planning where it is important to ensure that 
the next scan to be acquired can be registered to the 
previous scans within the desired accuracy. We dem-
onstrate a view-planning system that incorporates our 
estimation method in the selection of good candidate 
views for the range acquisition of indoor environ-
ments. 
 

1. Introduction 
Since its introduction by Besl and McKay [Besl92], 

and by Chen and Medioni [Chen92], the Iterative 
Closest Point (ICP) algorithm and its many variants 
have become the most widely-used approaches for 
aligning three-dimensional surfaces, especially for 
surfaces created from range images. In the ICP algo-
rithm described in [Besl92], each point in one data set 
is paired with the closest point in the other data set to 
form correspondence pairs. Then, using a point-to-
point error metric, the sum of the squared distance 
between points in each correspondence pair is mini-
mized by rigidly transforming one of the data sets. The 
process is iterated until the error becomes smaller than 
a threshold or it stops changing.  

In autonomous and semi-automated range acquisi-
tion, each new scanning pose is computed by a view 
planning subsystem based on a partial model of the 
environment or object, and taking into account the 
required reconstruction quality and the acquisition 
constraints [Low06b]. When the scanner is being posi-
tioned at the planned pose, errors in the positioning 
and pose measurement often cause the actual pose to 
be different from the planned pose. As a result of this 

unknown pose error, the range scan acquired from the 
new scanner pose will be misaligned with the current 
partial scene model. In order to correctly merge the 
new scan into the partial scene model, the former must 
first be registered or aligned with the latter. For 
autonomous range acquisition, where the scanner is 
mounted on a mobile robot, the registration is able to 
provide a much more accurate localization of the mo-
bile robot, and greatly reduces the effect of 
accumulated drift in the robot’s location. 

However, registration of two surfaces using the ICP 
algorithm is not guaranteed to be successful. Registra-
tion failures can occur for several reasons, for 
example,  
(1) when there is insufficient overlap between the two 

surfaces,  
(2) when the range measurement errors are too large, 
(3) when there is insufficient geometric constraint on 

the 3D rigid-body transformation between the two 
surfaces (for example, when a plane is being regis-
tered to another plane, the former can “slide” and 
“spin” on the latter without being constrained in 
those motions), and 

(4) when the initial relative pose between the two sur-
faces is too large. 

A reliable view planner must consider the above fac-
tors to ensure that the new range scan acquired from 
the planned view can be successfully registered with 
the current scene model to within a certain error toler-
ance.  

In this paper, we present a novel registration accu-
racy metric that allows the view planner to analyze 
each candidate view for Factors (1), (2) and (3), so that 
the next scan will have a high probability of being 
registered successfully to within a specified error 
bound.  

Factor (4) is not considered here. It should not pose 
a problem for us since in autonomous acquisition we 
can obtain a rough estimate of the relative pose from 
the positioning system. In other applications using 
ICP, the rough relative pose estimate may be obtained 
from user’s inputs. 

Our registration accuracy metric consists of two reg-
istration accuracy conditions, which are built upon the 
registration constraint analysis in [Simon96]. Simon 
presented a means to measure the relative amount of 
constraint on the 3D rigid-body transformation exerted 
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by the shape of a surface. More specifically, his 
method is able to compute, for a set of surface points, a 
value that represents the amount of constraint on the 
3D rigid-body transformation when the surface is 
being aligned with itself. Being a relative measure-
ment, this value is only useful for comparing with the 
values of other point sets, so as to determine which 
point set has the best constraint on the transformation. 
It does not indicate the absolute accuracy that can be 
achieved with each point set during registration. There-
fore it is not useful for view planning where one wants 
to determine whether a view can produce scan that can 
be accurately registered, and not to find the view that 
can allows the best registration accuracy. Our registra-
tion accuracy conditions extend Simon’s constraint 
analysis to estimate absolute registration accuracies. 

The paper is organized as follows. Section 2 reviews 
some related work. Section 3 reviews Simon’s con-
straint analysis in detail and presents the derivation of 
our registration accuracy conditions. Section 4 shows 
how the registration accuracy conditions are used in a 
view planning system for range acquisition of indoor 
environments. Section 5 concludes the paper and dis-
cusses some potential extensions of this work. 

2. Related Work 
The registration constraint analysis method of 

Simon has been used for the selection of correspon-
dence points on range data to improve geometric 
constraint during ICP registration [Gelfand03]. 

Of the existing view planning algorithms for range 
acquisition, only a few consider the registration con-
straint when computing the next view. However, the 
only criterion they consider is the amount of overlap 
between surfaces, and the registration constraint is 
satisfied when the amount of overlap is beyond a cer-
tain arbitrary threshold [Pito96, Sanchiz99, Scott01, 
González-Baños99].  

3. Registration Accuracy Conditions 
We present Simon’s registration constraint analysis 

first and then show partial derivation of our two regis-
tration accuracy conditions—one for translational 
error, and the second for rotational error. The complete 
derivation of the conditions can be found in [Low06a]. 

3.1. Simon’s Constraint Analysis 
The basic idea of the constraint analysis is as fol-

lows. Let P be a set of points on a surface. Suppose a 
small 3D rigid-body transformation is applied to P to 
produce the point set Q, in which some of the points 
may no longer be on the original surface. Let QE  be 
the sum of the squared distance between each point in 
Q and the original surface. The constraint analysis tries 
to quantify the sensitivity of QE  to each component of 
the 3D rigid-body transformation. The higher the sen-
sitivity is with respect to a certain component, the 
stronger the constraint on the motion corresponding to 

the component. 
The following describes how QE  is computed. 

Since, given an arbitrary surface, there is no closed-
form analytical expression for the distance between a 
point x, and the surface, a first-order approximation of 
the true point-to-surface distance is used: 
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where ( ) 0=xF  is the implicit equation of the surface, 
( )xF∇  is the magnitude of the gradient to the sur-

face, x is a point which may or may not lie on the 
surface and ( )xD  is the approximate distance. 

Let sx  be a point that lies on the surface, i.e. 
( ) 0=sD x . This point can be perturbed by applying a 

differential transformation T to it. T can be represented 
by a homogeneous transformation which is a function 
of the six parameters ( xt , yt , zt , xω , yω , zω ), where 
( xω , yω , zω ) are rotations about the x, y and z axes, 
respectively, and ( xt , yt , zt ) are the translations along 
the newly rotated x, y and z axes. The rate of change of 
D with respect to an arbitrary transformation T of the 
point sx  is given by 
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where T][ zyxzyx ,,,t,t,t ωωω=t  and 
sxn  is the unit 

normal to the surface evaluated at the point sx . Equa-
tion (2) can be written as 
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By squaring Equation (3), we get 

 ( )( ) ( ) ( ) ( ) txttxxtx ddddD ssss      TTT2 MVVT ==  (4) 

where ( ) ( ) ( )sss xxx T VVM =  is a symmetric, positive 
semi-definite 6×6 matrix. By summing the quantity in 
Equation (4) over a set P of discrete surface points, we 
get 
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The QE  that was mentioned earlier is actually 
( )( )sPQ EE xT= , where ( ){ }PQ ss ∈= xx :T . The 

matrix Ψ  is a scatter matrix that contains information 
about the distribution of the original ( )sxV  over all 
points in P. Now, by performing principal component 
analysis to Ψ , we can factorize it into the form 
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where [ ]654321 qqqqqqQ = . λ1 ≥ λ2 ≥ λ3 ≥ λ4 
≥ λ5 ≥ λ6 are the eigenvalues of Ψ , and iq  are the 
corresponding unit eigenvectors. Each eigenvector iq  
represents a differential transformation where the first 
three elements are the translation components and the 
last three elements are the rotation components. 

Each eigenvalue iλ  is proportional to the rate of 
change of the error PE  induced by a transformation in 
the direction specified by iq . This implies that 1q , 
which corresponds to the largest eigenvalue, represents 
the transformation of maximum constraint. When an 
eigenvalue iλ  is close to or equal to zero, transforming 
the points in the direction specified by iq  will not 
change PE . This means that the set of points has no 
constraint on the transformation in the direction speci-
fied by iq .  

Given two different sets of discrete points on a sur-
face, Simon compares the quantity 16 λλ  (called the 
noise amplification index) of one point set to that of 
the other point set. The point set with the higher noise 
amplification index is considered to have a better 
“overall” constraint on the transformation. 

One problem with the result in Equation (6) is that 
the rotation components are dependent on the scale of 
the surface being analyzed. This is the consequence of 
having sx  in the cross product in Equation (3). Simon 
addressed this problem by shifting the centroid of the 
point set to the origin and scaling all points so that the 
average distance from the points to the origin is 1. 

Equation (6) and the noise amplification index can-
not be used to estimate absolute registration errors, 
especially when the points in the point set have been 
perturbed by noise. In the next subsection, we present 
our extension to Simon’s constraint analysis to esti-
mate absolute bounds on the registration errors. 

3.2. Estimating Absolute Registration Errors 
In the following derivations, we consider translation 

and rotation separately. This makes sense because 
translation and rotation are parameterized by different 
entity types, i.e. translation is parameterized by dis-
tance and rotation by angle. By considering them 
separately, as we will see, the arbitrary scale of the 
object is no longer a problem for the rotation analysis.  

3.2.1. Translational Alignment Error 
Following the derivation in Section 3.1, the transla-

tion component of ( )sxV  is 
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where T][ zyx t,t,t=τ . Then 
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By squaring Equation (8), we get 
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where ( ) ( ) ( )sss xxx τττ
T VVM =  is a symmetric, posi-

tive semi-definite 3×3 matrix. By summing the 
quantity in Equation (9) over the set P of discrete sur-
face points, we get 
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Using principal component analysis, τΨ  can be fac-
torized into 
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where 321 λλλ ≥≥  are the eigenvalues of τΨ , and the 
columns of τQ  are the corresponding unit eigenvec-
tors. Since the sum of the eigenvalues is equal to the 
trace of the original matrix, 
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where M is the number of points in P. 
For the alignment of the surface to be successful, iλ  

must be greater than 0 for 3 and 2, 1,=i . Ideally, we 
wish to select the set of points for P such that 

3321 /M=== λλλ , which means that the surface 
alignment is constrained equally in all three orthogonal 
translation directions. The minimum requirement for 
alignment is that 3=M , and that the three surface 
normals must span the 3D space. In practice, because 
of errors in the range measurements, it is necessary to 
have 3min >≥ MM , such that the translational align-
ment can be performed to a certain desired accuracy, 
assuming the surface is already correctly oriented. 

The translation resulting from the alignment can be 
decomposed into three orthogonal directions. In the 
following, we investigate the relationship be-
tween minM  and the translational alignment accuracy 



 

 

by looking at the alignment errors in the three or-
thogonal directions. Without loss of generality, we 
choose the x, y, and z directions. 

Let T][ iii z,y,x  be the 3D coordinates of the ith true 
surface point, where Mi  , 2, 1, K= . Suppose there are 
two sets of measurements of the surface points, pro-
ducing the point set A with coordinates ,ux Aii +[  

,vy Aii +  T]Aii wz + and the point set B with coordi-
nates ,ux Bii +[  ,vy Bii +  T]Bii wz + , where ( Aiu , 

Biu ), ( Aiv , Biv ), and ( Aiw , Biw ) are measurement 
errors in the x, y, and z directions, respectively.  

Suppose point set B is to be translated so that it is 
aligned with point set A. For the alignment, the corre-
spondences between points in point sets A and B are 
known. The alignment uses the least-squares (least-
sum-of-squares) error metric, where we want to find 
the translation vector T][ zyx t,t,t=τ  to translate point 
set B to minimize 
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Given that the measurement errors Aiu , Biu , Aiv , 
Biv , Aiw , and Biw  are independent and normally dis-

tributed with mean 0 and standard deviations not 
greater than RMSe , we can reach the following condi-
tion: 

 

Translational Alignment Error Condition. We can 
be ( ) %1001 3α−  confident that the translational 
alignment error in any direction will not exceed 

=++ 222
τττ εεε τε 3  when 3minMλi ≥ , =∀i 1, 

2, 3, where =minM ( )2RMS26 τεα ez . 
 

The value 2αz  is a value of a random variable Z 
that has the standard normal distribution such that 
 ( ) ααα −=<<− 122 zZzP .  

Given that a confidence interval has been selected, 
the translational alignment error condition can be used 
to estimate the translational error bound. For example, 
suppose we are given point sets A and B, which are 
two different sets of measurements of the same set of 
true surface points, and the RMS measurement error is 

RMSe . We first use one of the two point sets to com-
pute the values of 1λ , 2λ  and 3λ  as in Equations (7)–
(11). Then, let 3min 3λ=M , and solve for the value of 

τε  in the equation ( )2RMS2min 6 τεα ezM = . According 

to the error condition, we can be ( ) %1001 3α−  confi-
dent that, if we register point sets A and B to each 

other, the translational alignment error in any direction 
will not exceed τε 3 . 

For analyzing candidate views for registration accu-
racies, RMSe  and τε  are already specified, and these 
allow minM  to be calculated. If a view produces 

3min3 Mλ < , then it is rejected. Later, we describe 
how to compute, for our view planner, a value for 

RMSe , and show, given a candidate view, how 1λ , 2λ  
and 3λ  are computed. 

3.2.2. Rotational Alignment Error 
The rotation component of ( )sxV  can be written as 
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where T][ zyx ,, ωωω=θ . Then 
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By squaring Equation (15), we get 
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By summing the quantity in Equation (16) over the set 
P, we get 
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Using principal component analysis, θΨ  can be fac-
torized into 

   
00

00
00

   T

3

2

1
T

θθθθθθ QQQΛQΨ
⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡
==

γ
γ

γ
 (18) 

where 321 γγγ ≥≥  are the eigenvalues of θΨ , and the 
columns of θQ  are the corresponding unit eigenvec-
tors. Since the sum of the eigenvalues is equal to the 
trace of the original matrix, 
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where 
sxφ  is the angle between the vector sx  and 

sxn . 
For the alignment of the surface to be successful, iγ  

must be greater than 0 for 3 and 2, 1,=i . Ideally, we 
wish to select the set of points for P such that 



 

 

3321 /S=== γγγ , which means that the surface 
alignment is constrained equally in the rotations about 
all three orthogonal axes. The minimum requirement 
for alignment is that 3=M , where M is the number of 
points in P, and that the three vector in the set 

}  { P| ss s
∈× xnx x  must span the 3D space. In prac-

tice, with errors in the range measurements, it is 
necessary to have 3min >≥ MM  and 0min >≥ SS , 
such that the rotational alignment can be performed to 
a certain desired accuracy, assuming the surface is 
already correctly translated. In the following, we in-
vestigate the conditions necessary to attain a specified 
angular accuracy in the rotational alignment. 

Given the two point sets A and B in Section 3.2.1, 
and suppose point set B is to be rotated about the ori-
gin so that it is aligned with point set A. The alignment 
uses the least-squares error metric, where we want to 
find the rotation vector T][ zyx ,, ωωω=θ  to rotate 
point set B to minimize 
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where ( )zyx ,, ωωωR  is the composite rotation matrix 
for rotations of xω , yω  and zω  radians about the x-
axis, y-axis and z-axis, respectively. Since the rotations 
will be small, we can approximate the matrix 
( )zyx ,, ωωωR  by using the approximations θθ ≈sin  

and 1cos ≈θ  when 0≈θ . With this approximation, 
and given that the measurement errors Aiu , Biu , Aiv , 

Biv , Aiw , and Biw  are independent and normally dis-
tributed with mean 0 and standard deviations not 
greater than RMSe , we can reach the following condi-
tion: 

 

Rotational Alignment Error Condition. We can be 
( ) %1001 3α−  confident that the rotational alignment 
errors about the x-axis, y-axis and z-axis, respec-
tively, will not exceed 0>θε  radians when 

3minSi ≥γ , =∀i 1, 2, 3, where 
=minS ( )2RMS26 θεα ez . 

 

Similar to the application of the translational align-
ment error condition for analyzing candidate views, if 
a view produces 3min3 S<γ , then it is rejected.  

3.2.3. Remarks on the Two Conditions 
The three registration accuracy factors listed Section 

1 are taken into account in the two alignment error 
conditions. For Factor (1), if there is a lot of overlap 
between the two surfaces, and thus a large number of 
point pairs that can be used in the registration, the 
values of the eigenvalues iλ  and iγ  will likely be 

large. Larger values for iλ  and iγ  allow minM  and 
minS  to be higher in value, which in turn result in 

smaller error bounds τε  and θε . For Factor (2), the 
range measurement errors are incorporated into RMSe . 
For Factor (3), the values of iλ  and iγ  reflect the 
amount of constraint the points have on the different 
components of the 3D rigid-body transformation, and 
each eigenvalue is proportional to the registration 
accuracy that can be achieved in the corresponding 
motion. 

The derivations of the alignment error conditions as-
sume that the point correspondences between the two 
point sets are known. In practice, these point corre-
spondences may not be available, such as when these 
point sets come from range images of the same surface 
scanned from different scanner positions. Fortunately, 
in many cases, the ICP algorithm is able to provide a 
good approximation of the point correspondences. As 
the ICP algorithm iteratively refines the alignment of 
the two surfaces, the matching of point pairs becomes 
more accurate. When the two surfaces are almost cor-
rectly aligned, the accuracy of the closest-point 
matching is limited by the sampling spacing between 
points in each point set. The errors caused by the sam-
pling spacing are considered quantization errors, and 
can be incorporated into RMSe  when using the two 
alignment error conditions. 

A limitation of the alignment error conditions is that 
the errors in the surface normals are not taken into 
consideration. The true surface normals at the meas-
ured points are needed to compute the eigenvalues in 
the alignment error conditions, but they are usually not 
available, and estimated normals are used instead. For 
a range image, we can estimate these normals using the 
sample points by fitting a plane to the points in the 
neighborhood of each candidate point. The estimation 
is more accurate if the points are from a relatively 
smooth region on the surface.  

4. Application to View Planning 
This section describes how the alignment error con-

ditions are used to test candidate views during view 
planning. It is important to note that the validity of 
using the conditions to test candidate views is based on 
the assumption that the eigenvalues iλ  and iγ  at the 
planned pose will not be significantly different from 
those at the unknown actual pose. This is generally not 
an issue, as the scanner pose errors are very small in 
comparison to the size of the scene to be acquired. 

To apply the two conditions, we have to first choose 
and determine the values of the several parameters, i.e. 
(1) the confidence interval ( ) %1001 3α−  and the con-
fidence limit 2αz , (2) the points’ RMS position error 

RMSe , (3) the translation error tolerance τε , and (4) 
the rotation angle error tolerance θε . These allow 



 

 

minM  and minS  to be calculated. Then, if a candidate 
view has 3min3 Mλ <  or 3min3 S<γ , it is rejected. 
These form our registration accuracy metric for view 
planning. It is not straightforward to select values for 
some of the parameters, such as RMSe  and θε . The 
following subsections describe how we compute the 
eigenvalues iλ  and iγ , and select the appropriate 
values for the parameters. 

The registration accuracy metric has been incorpo-
rated in our view planning system [Low06a, Low06b]. 
To compute the next view, the view planner evaluates 
a set of acquisition constraints (not including the regis-
tration accuracy metric) and quality requirements for 
every possible view. The views are ranked by their 
scores, and starting from the highest-score view, the 
registration accuracy metric is evaluated until the first 
view that satisfies it. That view is chosen as the view 
for the next scan. Our view planning system uses a 
volumetric octree to represent the partial scene model, 
and each octree leaf node that intersects any actual 
surface of the scene is called a surface voxel and it 
contains a surface normal. 

4.1. Computing the Eigenvalues 
Given a candidate view, in order to compute the ei-

genvalues iλ  and iγ , we need to find out which 
surface points will be used in the registration should 
the view be used to make the next range scan. In the 
view planner, this new range image will be registered 
with the center points of surface voxels in the octree 
partial scene model. Each surface voxel’s center will 
be paired with the nearest 3D point on the new range 
image. Therefore, the maximum number of point pairs 
that can be used in the registration is the total number 
of surface voxels in the scene model. However, those 
surface voxels that will not be overlapped by the new 
range image will not be able to form point pairs to be 
used in the registration.  

Even though the new scan has not been acquired, we 
can still estimate which surface voxels would be used 
in the registration. To do that, for each surface voxel in 
the current partial scene model, we test whether it 
satisfies all the scanning constraints (e.g. visibility) 
with respect to the candidate view. If satisfied, the 
surface voxel is selected for the computation of iλ  and 

iγ . The center points and the surface normals of the 
selected surface voxels are then used to compute iλ  as 
stated in Equations (7)–(11), and iγ  as in Equations 
(14)–(18). 

4.2. Selecting the RMS Error eRMS 
The main sources of errors that contribute to eRMS 

are (1) the range measurement errors, (2) the quantiza-
tion errors caused by the voxelization of the surface, 
and (3) the error caused by pairing each voxel’s center 
to a new range image point that does not correspond to 
the same true surface point as the voxel’s center. 

The range measurement errors are related to the pre-
cision or measurement uncertainty of the range sensor. 
To be conservative about estimating the registration 
errors, we should use the lowest precision within the 
working range of the sensor or the precision at the 
furthest surface to be measured. The precision is usu-
ally specified as the RMS (or standard deviation) of 
the range errors and it is denoted by rangeσ  here. 

The voxelization of the surface introduces a maxi-
mum error of ±½ voxel width at each voxel’s center in 
each of the x, y and z directions. This quantization 
error is uniformly distributed between ±½ voxel width, 
has a mean of zero, and a standard deviation of 

=−quantvoxelσ  12 width)(voxel / . 
As pointed out in Section 3.2.3, when two surfaces 

are almost correctly aligned, the accuracy of the clos-
est-point matching is limited by the spacing between 
adjacent points in the range image. This error can be 
reduced to be approximately equal to the range errors, 
and therefore their standard deviation, 

rangematching σσ = . 
Finally, the RMS error, eRMS, for the alignment error 

conditions is 2
matching

2
quant-voxel

2
rangeRMS σσσ ++=e . 

4.3. Choosing Rotation Error Tolerance εθ 
Sometimes, it is more convenient to specify the rota-

tional alignment error tolerance as a distance instead of 
as an angle θε . Since in the translational alignment 
error condition, the translation error tolerance is τε 3  
in any direction, it is natural to want to also limit θε  so 
that the maximum rotation-induced translation error is 

τε 3 . However, this value of θε  can be too small and 
results in a very large minS  that makes the rotational 
alignment error condition too stringent. To derive a 
practical value for θε , we should consider the rotation-
induced translations of all the points that would be 
used in the registration. 

Given a candidate view, let V be the set of surface 
voxels that satisfy all the scanning constraints with 
respect to the view, and let Vvi ∈  for V,,,i   2 1 K= . 
We wish to limit the rotation-induced translation errors 
of these voxels to within a user-specified RMS value 

RMSτ , i.e. 

2
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where VN = , and iτ  is the rotation-induced transla-
tion error of the center of voxel iv . With some 
manipulations, we arrive at the angle tolerance 
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where id  is the distance between the origin and the 
center of voxel iv . 

4.4. Experimental Results 
To demonstrate the usefulness of our registration 

accuracy metric for automated view planning, we 
present example results from a simulated acquisition of 
a synthetic scene and from the acquisition of a real 
scene. 

4.4.1. Simulated Acquisition of Synthetic Scene 
Figure 1(a) shows a synthetic indoor scene whose 

size is about 35 × 20 × 10 cubic feet. A doorway con-
nects the two rooms. Both rooms have flat ceilings that 
are not shown in the figure. The first scan is made 
from Room 1, and Figure 1(b) shows the triangle mesh 
constructed from the range image. Again, the ceiling is 
not shown. The scan is made with range precision 

50range .=σ  inch. Next, for the purpose of view plan-
ning computation, the triangle mesh is voxelized to 
create a volumetric partial scene model, where each 
surface voxel is 2 inches wide. 

To compute the view for the next scan, the initial 
view evaluation produces a set of candidate views that 
have the highest scores. The views are then tested for 
the registration constraint by evaluating our registra-
tion accuracy metric. The highest-score view fails the 
constraint, and 21 other views are tested until one near 
the doorway is found to satisfy the constraint. These 
are shown in Figure 1(c). 

In fact, the scan acquired from the highest-score 
view does not have enough shape constraint in the 
overlapping region with the first scan, and registering 
them using our ICP algorithm actually fails. The range 
scan made from the highest-score view is shown in 
Figure 2(a). The final planned view produces the range 
scan shown in Figure 2(b), which can be registered to 
the first scan well within the specified error tolerance 
of 50 .=τε  inch. 

In the above example, the following values are pro-
vided for computing the alignment error conditions: 

• 2.7122 ≈αz , corresponding to a 99% confidence 
interval; 

• surface voxel width is 2 inches; 
• range precision, 50range .=σ  inch; 
• 50.=τε  inch; 
• maximum RMS value of the rotation-induced 

translation errors, 50RMS .=τ  inch. 
Since 12 width)(voxelquantvoxel =−σ  and 

rangematching σσ = , the value of RMSe  is computed as 

912902
matching

2
quant-voxel

2
rangeRMS .e ≈++= σσσ . 

In Table 1, we can see the actual values of θε , iλ , 
iγ , 3minM  and 3minS  computed at the highest-score 

view and the final planned view. The eigenvectors are 
not shown here. All the values have been rounded to 4 
significant figures. The highest-score view is rejected 
because 3min3 Mλ <  and 3min3 S<γ , whereas, at the 
final planned view, 3min3 Mλ ≥  and 3min3 S≥γ , and 
it is therefore accepted. 

 
 Highest-Score View Final Planned View 

θε  0.001647 radian 0.002264 radian 
3minM  49.03 49.03 

1λ  5,521 9,683 
2λ  38.54 2,219 
3λ  13.34 364.3 

3minS  4,520,000 2,392,000 
1γ  6,935,000 37,540,000 
2γ  6,483,000 32,280,000 
3γ  48,920 4,403,000 

Table 1 
 
The problem with the highest-score view is that it is 

too far from the doorway and cannot acquire enough 
surfaces of the other room to overlap the surfaces 
acquired in the first scan. The only overlapping sur-
faces cannot constrain the translational motion along 
the y and z directions and the rotational motion about 
the x-axis, which is evident in the small values of 

2λ , 3λ  and 3γ . 
However, at the final planned view, the amount of 

highest-
score view

final planned 
view 

Figure 1: (a) A synthetic scene. (b) The scan made 
from the first room. (c) The highest-score view and the 
final planned view. 

(b) 

room 1 

room 2 

(a) 

(c) 

(a)
Figure 2: (a) Range scan made from the highest-score 
view. (b) Range scan made from the final planned view.

(b) 



 

 

overlapping surfaces with the first scan is significantly 
higher, especially the surfaces that can constrain the 
translational motion along the y and z directions, and 
the rotational motion about the x-axis. 

4.4.2. Acquisition of Real Scene 
The registration accuracy metric has also been tested 

in the acquisition of real scenes. In this example, the 
real scene is part of an office floor. Figure 3(a) shows 
the model reconstructed from scans made from five 
automatically-planned views. During the planning of 
the fifth view in the corridor, the initial view evalua-
tion produced a set of candidate views that have high 
scores. The views are then tested for the registration 
constraint by evaluating our registration accuracy 
metric. The eight highest-score views fail the con-
straint before the final one is selected (see Figure 3(b)). 
Those rejected views are actually too far away from 
the previous planned view, and because the corridor is 
quite narrow, their overlapping surfaces with the scan 
produced at the previous planned view are small and 
have very little constraint on the translational direction 
along the corridor. 

5. Conclusion and Future Work 
The ability to predetermine registration accuracy be-

tween the existing scans and the next scan is essential 
to a reliable automated view planning system. We have 
presented the derivation of a registration accuracy 
metric that can be used for such purpose. The metric 
consists of two alignment error conditions—one for 
the translational error, and one for the rotational error. 
We have also provided details about the selection of 
the parameter values for the metric and how to evalu-
ate the metric. Finally, we use two examples to 
demonstrate the effectiveness of the metric in practical 
automated view planning. 

Currently, for each candidate view, the metric is 
evaluated using all the points in the partial scene 
model. This can be quite inefficient when the scene 
model is very high resolution and a great number of 
candidate views have to be evaluated. A possible im-

provement to this is to use a hierarchical approach to 
exploit the coherence in the view space and the scene 
surfaces [Low06b]. 
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Figure 3: (a) A real scene acquired with five planned 
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