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Abstract. Multimedia surveillance systems utilize multiple correlated
media streams, each of which has a different confidence level in accom-
plishing various surveillance tasks. For example, the system designer
may have a higher confidence in the video stream compared to the au-
dio stream for detecting humans running events. The confidence level of
streams is usually precomputed based on their past accuracy. This tra-
ditional approach is cumbersome especially when we add a new stream
in the system without the knowledge of its past history. This paper pro-
poses a novel method which dynamically computes the confidence level
of new streams based on their agreement/disagreement with the already
trusted streams. The preliminary experimental results show the utility
of our method.

1 Introduction

Current surveillance systems often utilize multiple types of sensors like micro-
phones [1], motion detectors [2] and RFIDs [3] etc in addition to the video
cameras. As different sensors have different capabilities of performing various
surveillance tasks, the designer of a multimedia surveillance system usually has
different confidence levels in the evidences obtained based on the data of dissim-
ilar sensors (we call sensor’s data to be the “media streams” from now onwards)
for accomplishing various tasks. For instance, the system designer may have
higher confidence in a video stream compared to an audio stream for detect-
ing faces, and may also have high confidence in an audio stream for detecting
talking/shouting events.

In order to accomplish any surveillance task, the system assimilates relevant
media streams. As the different streams have different confidence levels associ-
ated for accomplishing different tasks, it is important to utilize the confidence in-
formation of streams in their assimilation by appropriately assigning the weights
to them [4]. The confidence in a stream is related to its accuracy. The higher
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the accuracy of a stream, higher the confidence we would have in it. In the as-
similation process, it makes sense to give more weight to a stream which has a
higher confidence factor.

However, the computation of confidence information for each stream is cum-
bersome especially when we dynamically add the new streams to a multimedia
surveillance system. The usual approach for determining the confidence in a
stream is to first compute, in advance, its accuracy and then assign the confi-
dence level to it based on its accuracy. This is often difficult because the system
may provide different accuracies for different events when detected based on dif-
ferent media streams. Precomputation of accuracies of all the streams, that too
for all events under different contexts, requires significant amount of training and
testing, which is often tedious and time consuming. Moreover, for the streams
which are added later in the system, there is no way to find their past accu-
racy. Therefore, it is important to devise a method to dynamically determine
the confidence levels of streams without precomputing it.

In this paper, we propose a novel method for dynamically computing the
confidences in a newly deployed stream based on the knowledge of the existing
“trusted” stream(s) and the agreement coefficient among the newly deployed
stream and the existing trusted streams. We call a stream to be “trusted” if its
confidence level is greater than a threshold. The agreement coefficient between
the streams is computed based on how agreeing or disagreeing the evidences
obtained based on them have been in the past.

To illustrate our core idea, we provide the example of TV news channels. Let
we follow a trusted CNN news channel. We also start watching an arbitrary XYZ
news channel and compare the news content provided on both the channels. Over
a period of time, our confidence in the XYZ channel will grow if the news content
of both channels are found to be similar, and vice versa.

Rest of this paper is organized as follows. In section 2, we describe the related
work. We formulate the problem of determining confidence in a stream in section
3. Section 4 presents our proposed method. We present the experimental results
in section 5. Finally, section 6 concludes the paper with a discussion on the
future work.

2 Related Work

In the past, the confidence has been used in the context of data management in
sensor networks. Tatbul et al. [5] compute the confidence in a stream based on
how it has helped in making the accurate decisions in the past. Tavakoli et al. [6]
proposed a method for event detection that uses historical and spatial informa-
tion in clusters in order to determine a confidence level that warrants a detection
report with high confidence. Ioannou et al. [7] also employed a confidence-based
fusion strategy to combine multiple feature cues for facial expression recognition.
However, the works at [5], [6] and [7] did not elaborate on how the confidence
value is used in the integration of information.
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Siegel and Wu [8] has pointed out the importance of considering the confi-
dence in sensor fusion. The authors have used the Dempster-Shafer (D-S) theory
of evidence to fuse the confidences. In contrast, we propose a model for confi-
dence fusion by using a Bayesian formulation because it is both simple and
computationally efficient[4].

In all the past works, the confidence in streams has been computed based
on their past accuracy. This work is different from the past works in that, our
method computes the confidence level of streams based their agreement/ dis-
agreement with the trusted streams. Agreement coefficient among streams is
computed based on how concurring or contradictory evidences they provide.
Agreement coefficient between any two streams is different from mutual infor-
mation [9] between them in that the former connotes the measure of mutual
consistency or contradiction between the two streams while the latter implies
how much information does one stream convey about another one.

3 Problem Formulation

We formulate below the problem of determining the confidence level of a media
stream:

M1. Sis a multimedia surveillance system designed for detecting a set E of
events, and it consists of n ≥ 1 heterogeneous sensors that capture data
from the environment. Let Mn = {M1, M2, . . . , Mn} be the media streams
obtained from n sensors.

M2. For 1 ≤ i ≤ n, let 0 < pi(t) < 1 be the probability of occurrence of an
event based on individual ith media stream at time instant t. The pi(t) is
determined by first extracting the features from media stream i and then
by employing an event detector (e.g. a trained classifier) on them. Also, let
PΦ(t) be the ‘fused probability’ of occurrence of the event at time t based on
a subset Φ ∈ P(Mn) of media streams. The ‘fused probability’ is the overall
probability of occurrence of the event based on a group of media streams [4].

M3. For 1 ≤ i ≤ n, let 0 < fi(t) < 1 be the system designer’s confidence in the
ith stream at time instant t. The confidence in at least one media stream
is learned by experimentally determining its accuracy. More the accurate
results we obtain based on a stream, more the confidence we would have in
it. Also, there exists a subset T ⊆ Mn (with |T | ≥ 1) of streams in which
the confidence level of streams is greater than or equal to a threshold (say
Fspec). We call them to be the “trusted” media streams.

We make the following assumptions:

A1. All sensing devices capture the same environment (but optionally, the dif-
ferent aspects of the environment) and provide correlated observations.

A2. The system designer’s confidence level in each of the media streams is at
least 0.5. This assumption is reasonable since it is not useful to employ a
media device which is found to be inaccurate more than half of the time.
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A3. The fused probability of the occurrence of event and the overall confidence
increase monotonically as the more concurring evidences are obtained based
on the streams.

The objective is to determine the confidence level fi(t+1) of a new non-trusted
stream Mi at time instant t + 1 given that its confidence level at time instant t
is fi(t). In absence of any prior information, fi(0) = ε (a positive infinitesimal).

4 Proposed Method

The proposed method determines the confidence in a new non-trusted stream
using its “Agreement Coefficient” with the trusted stream(s). The agreement
coefficient between the two streams is computed based on whether the evidence
obtained by the system using them are concurring or contradictory.

4.1 Modelling of the Agreement Coefficient

Let the measure of agreement among the media streams at time t be represented
by a set Γ (t) which is expressed as:

Γ (t) = {γik(t)} (1)

where, the term −1 ≤ γik(t) ≤ 1 is the agreement coefficient between the media
streams Mi and Mk at time instant t.

The system computes the agreement coefficient γik(t) between the media
streams Mi and Mk at time instant t by iteratively averaging the past agreement
coefficients with the current observation. Precisely, γik(t) is computed as:

γik(t) =
1
2

[(1 − 2 × abs(pi(t) − pk(t))) + γik(t − 1)] (2)

where, pi(t) = P (Et|Mi) and pk(t) = P (Et|Mk) are the individual probabilities
of occurrence of event E based on media streams Mi and Mk, respectively,
at time t ≥ 1; and γij(0) = 1 − 2 × abs(pi(0) − pk(0)). These probabilities
represent decisions about the events. Exactly same probabilities would imply
full agreement (γik = 1) whereas totally dissimilar probabilities would mean
that the two streams fully contradict each other (γik = −1) [4].

The agreement coefficient between two sources Mi−1 and Mi is modelled as:

γMi,Mi−1 =
1

i − 1

i−1∑

s=1

γsi (3)

where, γsi for 1 ≤ s ≤ i − 1, 1 < i ≤ n is the agreement coefficients between
the sth and ith media streams. The agreement fusion model given in equation
(3) is based on average-link clustering. In average-link clustering, we consider
the distance between one cluster and another cluster to be equal to the average
distance from any member of one cluster to any member of the other cluster
[10]. In our case, a group Mi−1 of i− 1 media streams is one cluster and we find
the average distance of new ith media stream with this cluster.
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4.2 Confidence Fusion

The confidence fusion refers to the process of finding the overall confidence in
a group of media streams where the individual media streams have their own
confidence level. Given that the two streams Mi and Mk have their confidence
levels fi and fk, respectively, the system uses a Bayesian method to fuse the
confidence levels in individual streams. The overall confidence fik in a group of
two media streams Mi and Mk is computed as follows:

fik =
fi × fk

fi × fk + (1 − fi) × (1 − fk)
(4)

In the above formulation, we make two assumptions. First, we assume that the
system designer’s confidence level in each of the media streams is more than 0.5
(Refer to assumption A2, in section 3). Second, although the media streams are
correlated in their decisions; we assume that they are mutually independent in
terms of their confidence levels [4].

For n number of media streams, the overall confidence is iteratively computed.
Let Fi−1 be the overall confidence in a group of i − 1 streams. By fusing the
confidence fi of ith stream with Fi−1, the overall confidence Fi in a group of i
streams is computed as:

Fi =
Fi−1 × fi

Fi−1 × fi + (1 − Fi−1) × (1 − fi)
(5)

4.3 Confidence Building Method

Given a set T of trusted media streams, the confidence level of the media stream
Mi is computed as follows:

– Using a voting strategy, we divide the set T of trusted media streams into two
subsets T1 and T2 (as shown in figure 1). This division is performed based on
whether, at the current instant, the evidence obtained by the system using
these two subsets are concurring or contradictory. Precisely, the subset, based
on which, the system concludes in favor of the occurrence of event E with
more than 0.50 probability are put in set T1 and the rest in set T2.

– The agreement coefficients γi,T1 (between the stream Mi and the subsets
T1) and γi,T2 (between the stream Mi and the subset T2) are computed as
described in section 4.1 (equation 3).

– Next, the system computes the overall confidence FT1 and FT2 in the subsets
T1 and T2, respectively, (using equation 5).

– Finally, the system computes the confidence fi(t + 1) in the ith stream at
time instant t + 1 as follows:

fi(t + 1) =

⎧
⎪⎪⎨

⎪⎪⎩

FT1 × fi(t).e
α.γi,T1

(t)

fi(t).e
α.γi,T1

(t)+(1−fi(t)).e
−α.γi,T1

(t) if FT1 × γi,T1(t) ≥
FT2 × γi,T2

FT2 × fi(t).e
α.γi,T2

(t)

fi(t).e
α.γi,T2

(t)+(1−fi(t)).e
−α.γi,T2

(t) otherwise
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Fig. 1. The agreement coefficient between stream Mi and the subsets T1 and T2

The exponential terms eα.γi,T1(t) and eα.γi,T2(t) represent the growth in the con-
fidence level at time t. α ∈ [0, ∞] is used as a growth rate with respect to
overall confidence levels FT1 and FT2 of groups T1 and T2, respectively. The
terms γi,T1(t) and γi,T2(t) denote the agreement coefficient at time t between
the ith stream and the groups T1 and T2, respectively. In the above formulation,
the denominator term acts as normalization factor to limit the confidence value
within [0,1]. Note that if either T1 or T2 is found empty, their fused confidence
levels (FT1 and FT2 , respectively) are considered to be of zero value.

5 Experimental Results

We show the utility of our method in a surveillance scenario. The surveillance
environment is the corridor of our school building with a system goal to detect
events such as humans running, walking and standing in the corridor. We use
two video sensors (Canon VC-C50i cameras denoted by V1 and V2) to record
the video from the two opposite ends of corridor as shown in figure 2. The two
cameras are connected to a central PC (Pentium-IV 3.6 GHz). A Picolo-Pro
video capture card is used to capture the image data.

For our experiments, we have used data of more than twelve hours which
has been recorded using the system consisting of two video cameras. Over the
period of more than twelve hours, the noticeable events occurred over for a period

Fig. 2. The layout of the corridor under surveillance
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of 1079 seconds. The details of various events and their total durations are as
follows - humans standing events for 139 seconds, walking events for 798 seconds
and running events for 142 seconds.

The system detects these events by processing the video frames. The video
processing involves background modeling and blob detection. The background
modeling is performed using an adaptive Gaussian method [11]. For blob detec-
tion, the system first segments the foreground from the background using simple
‘matching’ on the three RGB color channels, and then uses the morphological
operations (erode and dilation) to obtain connected components (i.e. blobs). The
matching is defined as a pixel value being within 2.5 standard deviations of the
distribution. We assume that the blob of an area greater than a threshold corre-
sponds to a human. An example of blob detection (with its bounding rectangle)
in a humans “running” event is shown in figure 3. Once the bounding rectangle
for each blob is computed, the middle point of the bottom edge of the bounding
rectangle is mapped to the actual ground location using the caliberation infor-
mation of the video cameras. This provides the exact ground location of human
in the corridor at a particular time instant.

The system identifies the start and end of an event in video streams as follows.
If a person moves towards the camera, the start of event is marked when the
blob’s area becomes greater than a threshold and the event ends when the blob
intersects the image plane. However, if the person walks away from the camera,
the start and end of the event is inverted. Based on the average distance travelled
by human on the ground, a Bayes classifier is first trained and then used to
classify an atomic-event to be one of the classes - standing, walking and running.

We present our preliminary results as follows. First, the system performed
event detection and classification using only one stream i.e. video stream V1.
By comparing with the ground truth, we found overall accuracy of the video
stream V1 to be 68%. Based on the accuracy, we assigned a confidence level 0.68
to the stream V1, and designated it to be the “trusted” stream. Note that, in
our experiments, the threshold value used for trusted stream is 0.65. Determing
the ideal value of this threshold is an issue which we will examine in the future

(a) (b)

Fig. 3. An example: Bounding rectangles along the detected blobs in the video frames
of (a) Camera 1 and (b) Camera 2, corresponding to a hummas “running” event



162 P.K. Atrey, M.S. Kankanhalli, and A. El Saddik

work. Based on the agreement coefficient between the trusted stream V1 and the
other video stream V2, the system uses our proposed method to compute the
confidence in stream V2.
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Fig. 4. Confidence building in V2 stream

Timeline-based confidence building in the stream V2 is shown in figure 4. Fig-
ure 4(a) shows how the agreement coefficient between V1 and V2 varies along the
timeline, and figure 4(b) depicts how the confidence fV2 in V2 evolves along the
timeline. Figures 4(c)-4(f) show the enlarged portions of some parts of figures
4(a)-4(b). For example, figure 4(c) shows how the agreement coefficient γV1,V2

drops down below zero and then consequently figure 4(d) depicts that how confi-
dence also decreases as the agreement coefficient decreases. Once the confidence
level drops down at around 75th second along the timeline, the confidence fV2

in stream V2 also drops to almost zero and it takes approximately another 90
seconds to regain the same confidence level. Similarly, as can be seen in figures
4(e)-4(f), the confidence level fV2 in stream V2 decreases to 0.25 at time instant
642 and to 0.30 at time instant 740 as the agreement coefficient goes below
0.5, however, in these two cases, the confidence level picks up early close to the
confidence level of trusted stream compared to when the agreement coefficient
becomes negative.

Note that we have set the value of the growth rate α to be 1. With α = 1,
the system could gain the confidence level in V2 upto 0.63. However, with higher
growth rate (α ≈ 5), this maximum achieved confidence can go up to the level of
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confidence in the trusted stream. Again, determining the ideal value of growth
factor α is an issue which is out of scope of this paper and will be investigated
in the future.

To verify the utility of our method, we compared the average confidence level
of stream V2 determined using our method with the confidence level which is
computed based on its past accuracy. It is observed that both are comparable
(0.58 vs 0.60) as shown in Table 1.

Table 1. Comparison of the proposed method with the traditional approach

Method of computing confidence Confidence level of V2
Pre-computed confidence 0.60
Our method 0.58 (Average value)

6 Conclusions

This paper proposes a novel method to dynamically compute the confidence lev-
els of new media streams in a multimedia surveillance system. The confidence in
a new stream is computed based on the fact whether it provides evidence which
concurs or contradicts with the already trusted streams. Though the preliminary
results have shown that the confidence level computed using our method is com-
parable with the confidence level determined based on the traditional approach
(past accuracy), we need to investigate in detail how the dynamically varying
confidence level can contribute towards more accurate overall results for event
detection in multimedia surveillance systems. It will also be interesting to exam-
ine the utility of the proposed method for dissimilar sensors such as microphones
and motion detectors, and also for the different kinds of events such as audio
events - talking, shouting, door knocking and footsteps.
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