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Abstract

Modifying the colors of an image is a fundamental editing task with a wide range of methods available. Manipulating multiple images to share similar colors is more challenging, with limited tools available. Methods such as color transfer are effective in making an image share similar colors with a target image; however, color transfer is not suitable for modifying multiple images. Approaches for color consistency for photo collections give good results when the photo collection contains similar scene content, but are not applicable for general input images. To address these gaps, we propose an application framework for achieving color consistency for multi-image input. Our framework derives a group color theme from the input images’ individual color palettes and uses this group color theme to recolor the image collection. This group-theme recoloring provides an effective way to ensure color consistency among multiple images and naturally lends itself to the inclusion of an additional external color theme. We detail our group-theme recoloring approach and demonstrate its effectiveness on a number of examples.

1. Introduction

It is easy to find images from online resources that can be used for a wide range of purposes, from websites to brochures and slide presentations. The drawback, however, is that it is often hard to find a collection of randomly gathered images that have a consistent appearance in terms of color. This lack of color consistency lowers the aesthetic quality of the final production for which the images are being incorporated. As a result, it is desirable to be able to manipulate the set of images to have better color consistency. The problem of making images appear more color consistent is not new. There are many methods that aim to manipulate a single input image’s colors to appear more consistent with the colors in a reference or target image. This procedure, commonly termed color transfer, is generally limited to a pair of images (source and target). Color editing tools from multiple images have received less attention. The most notable works are methods for editing photo collections. These methods work by finding feature matches among the photo collection. This implies that the images should share simi-
lar scene content (e.g., the same person, the same building, etc.). As a result, photo collection editing is not suitable for manipulating a general set of input images. Moreover, these methods are not well designed to incorporate external colors as part of the editing process. The need to consider an additional color theme commonly occurs in applications that already have an existing color scheme, such as brochure or website design.

This lack of color manipulation tools for color consistency of multiple images is the impetus for the framework presented in this paper. Our approach to this problem is inspired by the recent work on color palette manipulation by Chang et al. [CFL*15] and the color theme extraction and exploration abilities of software such as Adobe Color [Ado]. The work in [CFL*15] examined how to effectively represent an image with a small set of colors (i.e., a color palette) and how to recolor the image based on changes to the image’s color palette. In this paper, we use the individual palettes and their recolorizations as the underlying mechanism for the color manipulation of multiple images. We describe the necessary components to derive a group color theme and to appropriately assign the group colors back to the individual images’ color palettes. Specifically, we describe a complete framework that allows users to quickly and interactively achieve color consistency across multiple images. In addition, an external color theme can be easily incorporated into the mapping as an additional constraint.

2. Related Work

There are a number of works that address color manipulation that are related to our problem of multiple image color consistency. We discuss them in the following three categories: color transfer, photo collection editing, and palette-based recoloring.

Color Transfer As previously mentioned, color transfer is a well-studied topic in computer graphics with a number of existing methods. These methods aim to modify an input image’s colors such that they are closer to a reference image’s colors. These methods work in either a global or local manner with some additional constraints (e.g., color distribution [RAGS01, TJT05, PKD05], color gradient [PKD07, XM09], tone mapping [HSGL11], or color gamut [NKB14]). Most color transfer methods are automatic, but a few require user assistance to define correspondences between the images [WHCO08, AP10, OHSG12]. There are a few methods that also consider the image’s semantic content in the transfer process [CZG*11, WDK*13, LSL*16]. Given its long history, a full discussion on color transfer methods is outside the scope of this paper and readers are referred to an excellent recent survey by Fairidul et al. [FPC*16]. While color transfer methods have matured and many produce excellent results, they are not designed for multiple images. When extending pairwise color transfer to multiple images, the obvious solution is to fix one of the images as the reference. Another strategy may be to build some type of composite image (e.g., average of the input images) as the reference. As will be shown in Sec. 4, these strategies do not produce satisfactory results and provide limited control to the user in modifying the color mapping.

Photo Collection Editing There are a number of methods related to editing a collection of images. Similar to color transfer, some of these methods allow an example to be used as reference (e.g., [IW05, JMAK10, TISK10]), or allow a personalized editing style to be learned from prior edits (e.g., [KKL10, BPCD11, CKK11]). These aforementioned works target relatively generic editing procedures. Work focused on color consistency includes that of Lafont et al. [LBP*12], who used intrinsic image decomposition applied on photo collections to subsequently allow colored illumination to be consistently applied. Farbman and Lischinski [FL11] perform appearance stabilization in photo sequences from a short video by generating smooth tonal transitions between key frames. Commercial software, such as Adobe Photoshop Lightroom, provides options of automating repetitive tasks by automatically applying a set of recorded editing actions to any number of arbitrary images. According to HaCohen et al. [HSGL13], however, direct copying and pasting of edits without considering image content results in undesirable changes in appearance. To overcome this limitation, HaCohen et al. [HSGL13] showed how to construct a match graph with edges linking photo pairs that share color and then used their prior work on non-rigid dense correspondences [HSGL11] for consistent editing of photo collections. Their method automatically enforces consistent appearance in images that share similar scene content without requiring user assistance. Their results, as well as recent follow-on work proposed by Park et al. [PTSK16], are compelling but are dependent on the image collection sharing similar scene content. In contrast, work proposed by Bonneel et al. [BRPP15] can harmonize a set of images without sharing scene content. Their approach is to transform color distributions of input images to the average color distribution using sliced Wasserstein barycenter. Therefore, their method is dependent on the images sharing similar color distributions.

Palette-Based Image Recoloring There are two notable works [WYW*10, CFL*15] that address color manipulation in an image by using small number of colors. Wang et al. [WYW*10] presented a data-driven method for enhancing an image based on a specified color theme or mood. In this case, the enhanced image was constrained to the set of colors in the specified color theme (or selected automatically from a database of color themes). Chang et al. [CFL*15] recently presented a method that first extracts a small number of colors, referred to as the image’s color palette, to represent the image colors. Similar palette extraction has been addressed in prior work [SSCO09, OAH11, LH13] and software, such as Adobe Color [Ado]; however, Chang et al. [CFL*15] also introduce a recoloring method that could modify the image’s overall colors based on palette color changes, while minimizing the effects on other colors in the image. Our work is particularly motivated by Chang et al. [CFL*15] and their ability to recolor the image with a small set of colors. Chang et al. [CFL*15] demonstrated that their approach could be used to edit a group of images, however, this was applied to images that were assumed to be color-consistent. They did not explicitly discuss the cases in which input images are inconsistent in terms of color.

In this paper, we present a method that is built on Chang et al.’s [CFL*15] palette-based recoloring as the underlying mechanism for our color manipulation. Our focus, however, is in providing the necessary framework to use this palette-based recoloring technique for multi-image recoloring. Our overall approach is detailed in the following section.
A group-theme optimization is used to find the group color theme \( T^G \). The user can set the group-theme size and optimization parameters.

The group palettes, and control aspects of the optimization. For a better appreciation of our software framework’s ability, please see the accompanying video.

### 3.2. Individual Color Palette Extraction

As mentioned in Sec. 2, there are several works that propose methods to extract a color palette from an input image [SSCO09, OAH11, LH13, CFL*15]. Among them, Chang et al. [CFL*15] proposed a fast and robust method based on \( k \)-means clustering in the \( Lab \) color space. In this paper, we have applied a simple adaptation the Chang et al.’s method [CFL*15] to compute our individual image palettes \( P^i \). In particular, our approach considers only the \( ab \) channels of the \( Lab \) color space, reducing our problem to 2D clustering. We found that using only \( ab \) for both group-theme extraction and recoloring made the application much more intuitive since making the luminance match between multiple images is not a straightforward task and could drastically change the overall brightness of images.

Another issue we also considered is how to choose the number of clusters, \( k \), for each image. The correct choice of \( k \) is often ambiguous and depends on the distribution of the data. To address this, we
used a technique based on the percentage of explained variance. Specifically, we first calculate the total distortion $v_i$ by summing the distances between each color point and the overall mean color. Then $k$-means clustering is performed for different values of $k$ between 2 and 7. For each value of $k$, the sum of the distance of each point in the cluster to its center (called the within-group distortion $v_i$) is computed. Next, the ratio of the within-group distortion to the total distortion is evaluated. If this ratio is less than a given threshold $\tau = 0.1$, this process is stopped. The current value of $k$ is chosen and the corresponding color palette $P$ is obtained as the centroids of the $k$ clusters.

We apply the algorithm described above on each image $I_i$ to compute the individual color palette $P_i$ of an appropriate number of colors $k_i$. For each image, we also obtain a histogram $w_i$, which records the number of pixels associated with each color in the corresponding palette $P_i$. After this step, we obtain a set of color palettes $\{P_i\}_{i=1}^n$ and a set of corresponding histograms $\{w_i\}_{i=1}^n$.

### 3.3. Group-Theme Optimization

To achieve color consistency among the multiple images, we seek to compute a group color theme $T^G$ that will be used to modify the individual palette colors as shown in Fig. 2. The size of this color theme, denoted as $m$, can be controlled by the user and should respond dynamically when changed. The simplest solution is to apply weighted $k$-means clustering again (where $k = m$) on the set of color palettes $\{P_i\}_{i=1}^n$ to derive the group theme $T^G$ for the entire image set and the assignment for each color in the individual color palette $P_i$.

For some image collections, this solution is suitable; however, it can have two potentially undesirable drawbacks. The first is that the traditional clustering approach cannot prevent multiple colors in an individual palette from being assigned to the same color in the group theme $T^G$. This can be seen in Figs. 3-A–B. In this example, all the palette colors shown in Fig. 3-A are mapped to a single color in the group theme, and two out of three map to the same color in Fig. 3-B. This has the effect of reducing the palette size of the image. The second problem is that simple clustering forces all the colors in the individual palettes to be assigned to the group theme. Such “forced color assignment” can cause a color that is not similar to any of the group-theme colors to still be recolored. This can result in unwanted change in an image’s appearance. This problem occurs more often when the group color theme size is small (e.g., only two colors). Figs. 3-E–F shows an example where palette colors (e.g., the sky in example E and green background in example F) are assigned to a gray color in the group theme.

To overcome these two drawbacks, we propose the following objective function that modifies the traditional weighted $k$-means clustering method to incorporate two additional terms to: (1) help minimize the problem of palette reduction, and (2) allow unassociated colors. This can be expressed in the following equation:

$$
\begin{align*}
\argmin_{T^G, g} & \sum_{i=1}^n \left\{ \sum_{j=1}^{k_i} (1 - \delta(g'_j)) w_i j ||P_i - T^G||^2 \\
+ & \gamma \sum_{j=1}^{k} \sum_{P_j} h(g'_j, g'_j) + \eta \sum_{j=1}^{k} w_i \delta(g'_j) \right\} \\
\end{align*}
$$

where the function $h(x, y)$ is defined as follows:

$$
h(x, y) = \begin{cases} 
1, & \text{if } x = y, x \neq 0, y \neq 0 \\
0, & \text{otherwise}
\end{cases}
$$
and the function $\delta(x)$ is defined as follows:

$$
\delta(x) = \begin{cases} 
1, & \text{if } x = 0 \\
0, & \text{otherwise} 
\end{cases}.
$$

In Eq. 1, the first term represents the traditional weighted $k$-means clustering on the set of color palettes, where $P_i^j$ represents the $ab$ value for the $j$th color in the $i$th image’s color palette. The weights $w_{ij}$ represent the number of pixels associated with the $j$th color in the $i$th image’s color palette. The term $T_i^G$ represents the colors in the group theme, where $g_i^j$ is defined as the assignment of the $i$th color palette and its $j$th color to one of the group-theme colors, where $g_i^j \in \{0, 1, \ldots, m\}$ and $g_i^j = 0$ means there is no match to the group theme. The second term in Eq. 1 penalizes the cost function when multiple colors in an input palette map to the same color in the group theme. This is controlled by the function $h$. The third term in Eq. 1 counts the number of individual palette colors that are not associated with the group theme – that is when $g_i^j = 0$. By increasing or decreasing $\eta$, we can either enforce color matches or allow for unmatched colors respectively.

Due to the non-convex nature of Eq. 1, expectation-maximization (EM) is used to optimize the function. First, $T_i^G$ is initialized using the traditional weighted $k$-means clustering. Then, the algorithm proceeds by alternating between the two following steps, assignment and update, until the assignments no longer change.

**Assignment step:** Fix $T_i^G$, solve for the group assignment $g_i^j$ for each image $i$. Finding the group assignment for each image can be done independently. In practice, the number of colors in a palette is usually relatively small (e.g., most of graphics designers usually use the palette size of 5). Therefore, a brute-force search can be used to solve this problem in real time.

**Update step:** Fix $g$, solve for the new group colors $T_i^G$. These new group colors are calculated by the weighted mean of the observations in the new clusters.

After solving Eq. 1, we obtain a group theme $T_i^G$ with $m$ colors and palette color assignment $g_i^j$ for each image palette’s color $P_i^j$. The user can also control the group-theme result by specifying which of the multiple input images are included or excluded in the group-theme estimation algorithm. An example of this is shown in the accompanying video submitted with this paper.

**Parameters and Medoid vs. Mean**

We used fixed parameter values for the optimization equation, Eq. 1. Our default setting ($\gamma = 0$, $\eta = 10^{10}$) is used to perform traditional $k$-means clustering. A large $\eta$ is necessary to ensure that all palette colors in each image are assigned to the group-theme colors. If the user wants to minimize the color palette reduction, parameters are set to $\gamma = 10^5$, $\eta = 10^{10}$. If the user wants to allow unassigned colors, parameters are set to $\gamma = 0$, $\eta = 10^5$. When both minimizing color palette reduction and allowing unassigned colors are desired, we use $\gamma = 10^2$, $\eta = 25 \times 10^3$.

We also adopt another strategy to improve the final recolored results. Instead of choosing the mean value of each cluster to be the group-theme color values, we use the medoid color. The medoid is the closest color in the original input palettes to the mean values of the cluster centers. The medoid provides a group theme that avoids introducing new colors that were not in the original input palettes. Therefore, we found the medoid colors give a more natural and vivid result than the mean colors.

### 3.4. External Color Theme Constraints

For some tasks, such as brochure or website design, a designer often requires an additional external color theme $T_A$ that is used as a color scheme for the background, foreground, and text. In such cases, it is desirable that the accompanying images share some colors in common with this additional color scheme. We have experimented with several ways to incorporate the colors of $T_A$ and found that in general, it is not desirable to completely replace the group color theme $T_i^G$ with all the colors in $T_A$. Instead, it is effective to incorporate only those colors that are similar to those found in the $T_i^G$. We also need to be mindful that many times $T_A$ may use a color scheme that contains colors of a single hue, but at different saturation levels (e.g., a monochromatic color scheme as shown in Fig. 4). We therefore first cluster the additional color theme colors by hue values. We map the colors in the group theme $T_i^G$ with those in $T_A$ that share the same hue within $\pm 18$ degrees. If multiple colors in $T_A$ are associated with a hue, we select the color from $T_A$ with the highest saturation level. Two examples of this approach are shown in Fig. 4. There is a chance that none of the colors in the group color theme $T_i^G$ will be mapped to any of the colors in the additional theme $T_A$ if their hues are all significantly different. In such cases, the user can manually adjust the mapping between $T_A$ and $T_i^G$. Similarly, the user has complete control to modify the mapping in the event that they do not like the automatic assignments.
3.5. Image Recoloring

After obtaining the group theme \( T^G \) (and any modifications by \( T^S \)), we have a mapping between each individual input palette \( P \) and the group theme \( T^G \). Each input image is recolored by modifying their palettes \( P \) by the associated color in the \( T^G \). We denote this modified palette as \( \hat{P} \). To perform image recoloring, we have modified the method proposed by Chang et al. [CFL\textsuperscript{15}]. Chang et al. [CFL\textsuperscript{15}] recolors an input image \( I \) based on its original color palette \( \{ P_j \}_{j=1}^k \) and its corresponding modified palette \( \{ \hat{P}_j \}_{j=1}^k \). To do so, a set of mapping functions \( f_i(\cdot) \) is defined for each pair of the input color \( P_i \) and the output color \( \hat{P}_i \). These mapping functions are performed as a translation in the \( ab \) channels of the \( Lab \) color space defined by the change of the output color \( \hat{P}_j \) from the original palette color \( P_j \). In their work, radial basis functions (RBFs) are used to compute the weights to blend these function. However, the RBF interpolation is not suitable for handling a large number of values (often in the millions). Although a method to accelerate the interpolation was discussed in their work, we found it necessary to still provide a faster mechanism for recoloring in order to provide interactive rates for our framework. As a result, we use a simplified weight computation by using the inverse distance weighting function which assigns greater influence to palette colors closer to the current color and less influence to those farther away.

Fig. 5 shows two examples that provide comparisons between Chang et al. [CFL\textsuperscript{15}] and our simplified recoloring version. Fig. 5-A shows the input images and extracted color palettes. Figs. 5-B–C show the results from Chang et al. [CFL\textsuperscript{15}] and our results with the same changes applied to the color palette. Our results are very similar; however, our simplified version is three times faster than Chang et al.’s approach [CFL\textsuperscript{15}]. In our approach, we use the simplified recolor algorithm to achieve interactive manipulation. When all colors have been finalized and the final recoloring is obtained, we can use Chang et al.’s approach [CFL\textsuperscript{15}] to modify all the input images \( I' \) to obtain their final output \( \hat{P}' \).

4. Results and Application

4.1. Experimental Setup

As discussed in Sec. 3, our framework takes in a set of images and automatically computes: (1) the individual color palettes; (2) the group-theme colors; and (3) the assignment of the group-theme colors to the individual palettes’ colors. The assigned group-theme colors are used to recolor the images to obtain the results in real time. The group-theme optimization is controlled by the fixed parameters discussed in Sec. 3.3. In addition, our framework is also a fully interactive software that provides real-time visual feedback to the user. In particular, it allows the user full control to examine the input images, the individual palettes, and the mapping to the group color theme. The user can also dynamically change the color mappings, colors in the group palettes, and control aspects of the optimization (e.g., allowing unassigned colors and minimizing palette reduction as described in Sec. 3.3).

Fig. 6 shows several examples produced by our proposed method. The results are arguably more consistent in terms of color appearance compared with the input images. However, in case of input images with palettes that have a number very diverse colors (as shown in Fig. 7-A) taking the mean colors (or mediod colors) may result in a fairly achromatic group color theme. In such cases, the output images may not be as vivid as the input (as shown in Fig. 7-B). In this case, the user can select a subset of input images to be used to compute the group theme. Figs. 7-C–D show two examples of selecting different subsets of images as reference.

4.2. Comparisons with Alternative Approaches

Photo Collection Editing In this experiment, we compare our method with HaCohen et al.’s approach [HSGL13], Park et al.’s approach [PTSK16] and Bonneel et al.’s approach [BRPP15] for photo collection editing. As discussed in Sec. 2, the work proposed by HaCohen et al. [HSGL13] and Park et al. [PTSK16] assumes that corresponding features among the input images can be found. This requires the images to share similar scene content. Therefore, in case of general image groups as shown in Fig. 8 where the images do not share similar content, HaCohen et al.’s method [HSGL13] failed to find any feature correspondences among the images and left the input results completely unchanged. Park et al.’s [PTSK16] method used invalid matches to perform the image manipulation, resulting in more than one image having noticeable color shifts. We note that Bonneel et al.’s [BRPP15] approach produced color artifact since the color distributions between these images were not similar. Our method is able to manipulate the images to appear color-consistent using our group-theme recoloring strategy. In this example, our group-theme optimization was performed with both minimizing color reduction and allowing unassigned colors enabled.

Comparison with Color Transfer We also perform an experiment to show the effectiveness of our approach compared to color transfer methods proposed by Reinhardt et al. [RAGS01], Pitie et al. [PKD07], Xiao and Ma [XM09], and Nguyen et al. [NKB14]. As discussed in Sec. 2, color transfer methods are designed to map

Figure 5: Comparison between Chang et al.’s recoloring method [CFL\textsuperscript{15}] and ours, showing both the visual results and running time in seconds (s). (A) shows the input image and the extracted color palette. (B) Result of Chang et al.’s method [CFL\textsuperscript{15}]. (C) Our result. The colors modified in the color palette are shown and are the same for both (B) and (C).
Figure 6: Examples from our results. The first and third rows show the input image with inconsistent colors. The second and fourth rows show our results.

Figure 7: An example of applying our approach with images with more diverse colors. In case of a set containing diverse color scene (as shown in row (A)), using the whole set of images to compute the group color theme may result in greyish colors as they minimize the color differences among the individual palette colors. As a result, the output images may not be as vivid as the input (as shown row (B)). In this case, the user may select a subset of input images as reference. Rows (C) and (D) show two examples of selecting different subsets of images as reference. The images with an (R) overlayed in the upper right corner denote the images selected to compute the group color theme.
Figure 8: Comparison with photo collection consistency methods. The first row shows the input image with inconsistent colors. The second row shows the results obtained by HaCohen et al.’s approach [HSGL13]. Their method failed to find any feature correspondences between any pair of images. As a result, their method produces an output where the images are unchanged. The third row shows the results obtained with Park et al.’s approach [PTSK16] with undesirable color shifts because of mismatched corresponding features. The fourth row shows the results obtained by Bonneel et al.’s method [BRPP15]. This method contains color artifact since the color distributions between these images are not that similar. The last row shows our results.

To validate our approach, we performed a user study to determine if our results are preferred over alternative methods. Our user study uses ten sets of images of varying scene content as input. These sets of images were made color-consistent using all comparison approaches (including the above color transfer approaches, Park et al. [PTSK16], and our approach). As part of this study, we also asked a professional designer with over ten years of experience with Photoshop to manipulate the images such that they appear consistent in terms of colors. The expert was given two additional sets together with results from our approach as an example of before and after. These additional two sets of images were not included in the user study.

The user study had 62 participants, who were asked to select their preferred result between two pairs of results based on two criteria: color consistency and natural-looking. The experiment was carried out in an indoor room with standard fluorescent light. The display monitor used was calibrated to ensure proper color reproduction [Spy]. Each user was presented with 50 pairs of randomly selected results from all 280 possible pairwise comparisons of the generated results (i.e., \(10 \times \binom{8}{2} = 280\)). The total number of pairwise comparisons made in the user study was \(62 \times 50 = 3100\). This means that each pairwise result for all ten sets of images had at least 10 users give their preference. We used the Thurstone model (Case V) [Thu27] to demonstrate the preference from users and the scale value for each method is shown in Fig. 9 (larger value is better). As can be seen, the most preferred method was the expert’s results; however, our method was a very close second. The other methods are not even close, with the unmodified images more preferred than competing results. One striking difference is the amount of time needed to prepare the results. This is shown in Table 1, where the min, max, and medium number of seconds required by each method are given. Here, each set of images contains from 5 - 7 images with resolution approximate 700K pixels. The expert requires approximately 7–50 minutes to complete a single image set while our approach just takes at most 30 seconds (inclusive of manual adjustments). As a result, our tool provides the ability to produce results on par with an expert but with only a fraction of the time and effort.
4.3. Application with Additional Theme

Fig. 10 shows an example that incorporates an additional external color theme into the group-theme recoloring process. The example is a brochure that does not have very good color consistency in its original images (as shown in Fig. 10-(A)). Fig. 10-(B) & (C) show the results where two different additional external color themes are used to modify the original group theme as discussed in Sec. 3.4. These additional color themes are also used to color the brochure itself. As can be seen, our group-theme recoloring makes the images more consistent within the group as well as the brochure theme. Using our recoloring framework, the overall brochure has a more consistent color appearance. In addition, it is easy for the user to adjust the additional theme to obtain a new result quickly.

5. Concluding Remarks

This paper has presented an application framework to achieve color consistency for multiple images. We have shown that recoloring individual input image color palettes based on a group color theme derived from the color palettes provides an effective mechanism to perform this task. This group-theme strategy produces qualitatively more compelling visual results than possible with existing pairwise color transfer methods. In addition, we have shown how external color themes can be incorporated for tasks where additional color constraints are required. To the best of our knowledge, this is the first application tool to allow this type of color manipulation on a group of images.

While our framework makes significant use of the recent image recoloring work by Chang et al. [CFL15], we use Chang et al.’s recoloring method to implement a novel application that has not been addressed before. As part of this framework, we described several necessary components, including group-theme extraction, an approach for incorporating additional themes, and modification to speed up the image recoloring. As discussed in the paper, one limitation of our approach is not considering images’ semantic content in the group-theme assignment. As a result, some colors can be changed in undesirable ways (e.g. skin tone turns green), although our framework currently allows users to manually adjust unwanted changes. Another limitation of our proposed method is the need to manually select a set of reference images when the input images are diverse in terms of color. These challenges are interesting topics for future work.
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with two different additional external themes are used.

Figure 10: Application with an additional color theme. (A) shows the input brochure with its original images. (B) and (C) show the results with two different additional external themes are used.


