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Abstract

In this paper, we propose a variant of signature file, called Bit-Sliced Bloom-Filtered Signature File (BBS), as the basis for implementing filter-and-refine strategies for mining frequent patterns. In the filtering step, the candidate patterns are obtained by scanning BBS instead of the database. The resultant candidate set contains a superset of the frequent patterns. In the refinement phase, each algorithm refines the candidate set to prune away the false drops. Based on this indexing structure, we study two filtering and two refinement mechanisms, thus giving rise to four different strategies. For the filtering mechanisms, we study a single filter and a dual filter mechanisms. The latter mechanism essentially introduces a second filter on the result obtained from the first filter (which is the same as the single filter method). The crux of the second filter lies in its ability to obtain accurate counts on the number of occurrences for some patterns by maintaining some additional information. For the refinement step, we also explore two mechanisms: sequential scan and probe. While the former sequentially scans the database to verify the validity of each candidate pattern, the latter only examines relevant tuples in the database that match each candidate pattern. We conducted an extensive performance study to study the effectiveness of BBS, and compared the four proposed processing schemes with the traditional Apriori algorithm and the recently proposed FP-tree scheme. Our results show that BBS, as a whole, outperforms the Apriori strategy. Moreover, one of the schemes that is based on dual filter and probe refinement performs the best in all cases.
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1 Introduction

Mining frequent patterns is a fundamental step in data mining. Almost all important data mining tasks, such as association rule mining, correlations and causality, require frequent patterns to be mined first. As such, this process has received much attention from the research community [1, 2, 4, 5, 6, 7, 8, 9, 11, 13, 14, 17, 18, 19].

The process of mining frequent patterns involves generating the candidate patterns and testing whether the patterns are frequent (i.e., the number of occurrences of the pattern is larger than a predetermined threshold). This process, unfortunately, cannot be avoided, and is independent of the implementation techniques. Most of the existing works are largely based on the Apriori heuristics [1]. The basic idea
behind this scheme is to iteratively generate the set of candidate patterns of length \((k + 1)\) from the set of frequent patterns of length \(k\) \((k \geq 1)\), and check their corresponding occurrence frequencies in the database. While the heuristic reduces the size of the candidate sets, the process is still expensive as it requires multiple scans over the database.

More recently, Han, Pei and Yin propose a frequent pattern tree (FP-tree) structure, which is an extended prefix-tree structure, to store compressed, crucial information about frequent patterns [8]. Frequent patterns can then be mined from the FP-tree instead of the database. The paper proposes an efficient method, called FP-growth, that exploits the FP-tree to mine the complete set of frequent patterns by pattern fragment growth. While the approach is shown to outperform the Apriori scheme, the cost incurred to build the FP-tree and other auxiliary structures is a significant component of the overall cost of the algorithm. This is because the FP-tree is not a dynamic structure, i.e., it has to be constructed whenever the database is mined for frequent patterns. Another way of looking at this is that the scheme is effective for static databases, and any updates require rebuilding the FP-tree as it is difficult to support incremental updates to the FP-tree.

In this paper, we propose a dynamic and persistent data structure, Bit-Slice Bloom-Filtered Signature File (BBS), which integrates concepts from bloom filters and signature file, as an indexing structure for facilitating frequent pattern mining. Each transaction is mapped into a \(m\)-bit vector based on multiple hash functions, and the collection of \(m\)-bit vectors becomes an approximate representation of the database in a compact form. Operations on the bit vectors are performed on the \(m\) bit-slices derived from the vectors. More importantly, because BBS is persistent, new transactions added to the database simply correspond to insertions into the BBS – there is no need to reconstruct the BBS upon every update.

To efficiently mine frequent patterns, we study four novel filter-and-refine algorithms that use BBS as the underlying index. The proposed algorithms comprise two phases: a filtering phase and a refinement phase. In the first phase, each algorithm identifies a set of candidate frequent patterns from BBS (instead of the database). Because of the approximate representation of the database, the resultant candidate set contains a superset of the frequent patterns, i.e., it contains all the frequent patterns plus some false drops\(^1\) (i.e., some infrequent patterns are identified as frequent). This phase is computationally inexpensive because BBS is typically small (and will not take too many scans if it does not fit into the memory) and operations on BBS are bitwise operations. In the second phase, the refinement phase, each algorithm refines the candidate set to prune away the false drops.

We study two filtering and two refinement mechanisms, thus giving rise to four schemes. For the filtering mechanisms, we study a single filter and a dual filters mechanisms. In the single filter mechanism, the candidate set is obtained by scanning the BBS. In the dual filters technique, the first filter is the same as the single filter scheme. The second filter further removes some of the false drops from the candidate set obtained from the first filter. The crux of the second filter lies in its ability to identify some patterns with 100% guarantee to be in the final answer set. This is achieved by providing an accurate count of the number of occurrences for these patterns by maintaining some additional information. For the

---

\(^1\) *False drop* is also called false positive, or false hit, or Type II error. We use the term for conventional reason.
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refinement step, we also explore two mechanisms: sequential scan and probe. Under the sequential scan scheme, the database is sequentially scanned to verify the validity of each candidate pattern. On the other hand, the probe scheme only examines relevant tuples in the database that match each candidate pattern. We also examine how the proposed scheme can be used to support more general ad-hoc queries involving constraints.

There is also a tradeoff between the size of a bit vector used to represent a transaction (i.e., the value of \( m \)) and the degree of false drops. A large value of \( m \) will minimize the number of false drops, but may increase the processing cost since a large BBS will incur higher I/O cost. On the contrary, a small \( m \) value will lead to an increase in the number of false positives. While a smaller BBS may incur lower I/O cost, it may take a longer time to prune away a larger number of false positives. Tuning the size of BBS for optimal performance is critical.

We conducted an extensive performance study on BBS, and compared the four proposed schemes with the traditional Apriori algorithm and the recently proposed FP-tree scheme. Our results show that BBS is scalable in terms of the number of transactions and items. For the proposed scheme, a reasonably small number of bits (relative to the total number of items in the database) is sufficient to represent each transaction to give good performance. Comparatively, our study shows that all the proposed processing schemes are more efficient than the Apriori strategy. One of the schemes that is based on dual filter and probe refinement performs the best in all cases. Moreover, the proposed schemes can maintain its effectiveness for dynamic workload, which FP-tree is unable to handle.

The remainder of this paper is organized as follows. In the next section, we present the proposed BBS structure, and how it can be used to estimate the number of occurrences of a given pattern. In Section 3, we present the filtering and refinement schemes, and the four proposed algorithms. Section 4 presents the experimental study conducted, and reports the performance results, and finally, we conclude in Section 5 with directions for future work.

2 The Bit-Slice Bloom Filtered Signature File

Let \( I = \{i_1, i_2, \ldots, i_N\} \) be a set of \( N \) distinct literals called items. The database, \( D \), consists of a set of variable length transactions over \( I \). Each transaction contains a set of items \( i_1, i_2, \ldots, i_n \in I \). A transaction has an associated unique identifier called \( TID \). In this section, we shall present a dynamic and persistent structure, called Bit-Slice Bloom Filtered Signature File (BBS), that serves as a compact but lossy representation of the database. Moreover, we shall present an algorithm that operates on BBS to estimate the number of transactions containing a given item set.

2.1 The BBS Structure

BBS is based on two concepts: signature file \([15, 16]\) and bloom filter \([3]\). Like the signature file, it comprises a set of fixed-length signatures, where each signature is a \( m \)-bit vector corresponding to a transaction in the database. However, BBS adopts the bloom filter concept to represent each transaction.
<table>
<thead>
<tr>
<th>Transaction ID</th>
<th>Item set</th>
<th>Bit Vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0, 1, 2, 3, 4, 5, 14, 15</td>
<td>11111111</td>
</tr>
<tr>
<td>200</td>
<td>1, 2, 3, 5, 6, 7</td>
<td>01110111</td>
</tr>
<tr>
<td>300</td>
<td>1, 5, 14, 15</td>
<td>01000111</td>
</tr>
<tr>
<td>400</td>
<td>0, 1, 2, 7</td>
<td>11100001</td>
</tr>
<tr>
<td>500</td>
<td>1, 2, 5, 6, 11, 15</td>
<td>01101111</td>
</tr>
</tbody>
</table>

Table 1: A transaction database as running example.

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2: The BBS of Example 1.

The method works as follows. Let a transaction consist of $n$ items$^2$, say $i_1, i_2, \ldots, i_n$, and the vector $v$ be $m$ bits. Initially, all the $m$ bits of $v$ are set to 0. $k$ independent hash functions, $h_1, h_2, \ldots, h_k$, are then applied on each item $i_j$ ($1 \leq j \leq n$). The hash functions are picked such that $h_j(a)$ ($1 \leq j \leq k$) returns a value in the range $\{1, \ldots, m\}$. For each item, $i_j$ ($1 \leq j \leq n$), the bits at positions $h_1(i_j), h_2(i_j), \ldots, h_k(i_j)$ in $v$ are set to 1. Clearly, a particular bit might be set to 1 multiple times.$^3$

For efficient computation, the array of vectors can be transposed into an array of bit-slices, and the file is stored as slices. This explains the name given to the structure – bit-slice bloom-filtered signature file.

**Example 1 (Running Example)** We shall use the following example as a running example in this paper. For simplicity, let us assume that there is only one hash function of the form $h(x) = x \mod 8$. Furthermore, assume that we represent each transaction with a 8-bit vector. Table 1 shows a database of 5 transactions, a total of 16 items (numbered from 0 to 15) in the database, and the corresponding vectors of the transactions. Here, we note that the first bit of the vector corresponds to a hash value of 0, and the second bit of the vector corresponds to a hash value of 1, and so on. Table 2 shows the corresponding BBS. As shown, there are a total of 8 bit-slices in this example. From the two tables, we observe that BBS is a lossy representation of the database. For example, both transaction 200 and 500 are represented using the same bit vector, so that given the bit vector, we are not able to distinguish between the two.

\[\square\]

$^2$We note that different transactions may have different number of items.

$^3$An alternative method to obtain the $m$-bit vector, which is employed by the signature file method, is to hash each item into an $m$-bit vector and superimpose (inclusive-OR) all the vectors of all items of the transaction. The bloom filter approach is preferred here because it allows us to control the number of bits to be set. Technically speaking, we can always replace the single hash function of the signature file method by multiple hash functions that behave in the same way as the bloom filter scheme. However, since this idea was formally known as bloom filter, we shall give it its due credit.
2.2 Counting Occurrences of Items in BBS

Although BBS is a lossy representation of the database, its compact representation and support for bitwise operations allows it to come up with an estimate of the number of transactions containing a set of items quickly. The algorithm, called CountItemSet, is shown in Figure 1. As shown in the algorithm, CountItemSet first obtains the bit vector of the set of items, \( v \), to be counted (step 1). Next, it picks up the bit slices of BBS whose corresponding bits in \( v \) are set. These bit slices are then logically ANDed to obtain a resultant bit vector, \( s \) (step 2). Finally, we can determine the number of bits that are set in \( s \). This value corresponds to the estimated number of occurrences of the itemset in the database (obtained from BBS).

Input: a set of items \( I = \{i_1, i_2, \ldots, i_n\} \)

Output: the number of occurrences of \( I \) in BBS

1. Obtain the \( m \)-bit vector for \( I, v \).
2. Logical-ANDed all the bit-slices of BBS whose corresponding bits in \( v \) are set. Let the resultant bit set be \( s \).
3. Return the number of bits set in \( s \).

Figure 1: Algorithm CountItemSet

It is also worth nothing that the algorithm can be applied to identify both frequent patterns and non-frequent patterns. That is, we can estimate the count of any patterns using the algorithm. We shall derive several interesting properties of algorithm CountItemSet here.

**Lemma 1** Given an item \( a \) and a transaction with item set \( I \). Let the corresponding vectors of \( a \) and \( I \) be \( v \) and \( v' \) respectively. If \( \exists j \) such that the \( j^{th} \) bit of \( v \) is set while the \( j^{th} \) bit of \( v' \) is not set, then \( a \notin I \), and the bit in the resultant bit string of algorithm CountItemSet corresponding to the transaction will not be set.

**Proof.** **(Reduction to absurdity)** Suppose \( a \in I \). This means that for every bit in \( v \) that is set, the corresponding bit in \( v' \) should also be set. Since the \( j^{th} \) bit of \( v \) is set, therefore the \( j^{th} \) bit of \( v' \) is also set. This contradicts the assumption. Thus \( a \notin I \).

Moreover, since the \( j^{th} \) bit of \( v \) is set, it means that one of the bit-slices that algorithm CountItemSet uses in the computation will be the \( j^{th} \) bit-slice. However, since the \( j^{th} \) bit of \( v' \) is not set, it follows that the bit for the transaction corresponding to the resultant bit set (of algorithm CountItemSet) will be 0. \( \square \)

**Lemma 2** Given an item set \( I \) and a transaction in the database with item set \( I' \), and their corresponding vectors be \( v \) and \( v' \). If \( \exists j \) such that the \( j^{th} \) bit of \( v \) is set while the \( j^{th} \) bit of \( v' \) is not set, then \( I \notin I' \). Moreover, the bit in the resultant bit string of algorithm CountItemSet corresponding to the transaction will not be set.

**Proof.** Because the \( j^{th} \) bit of \( v \) is set, then there is one item \( a \in I \) with one hashing function \( h_i \), which satisfies
\[
h_i(a) = j
\]

According to Lemma 1, \( a \notin i' \). Then \( I \notin i' \).

Moreover, since the \( j^{th} \) bit of \( v \) is set, it means that one of the bit-slices that algorithm CountItemSet uses in the computation will be the \( j^{th} \) bit-slice. However, since the \( j^{th} \) bit of \( v' \) is not set, it means that the bit for the transaction corresponding to the resultant bit set (of algorithm CountItemSet) will be 0.

\[ \square \]

**Lemma 3** Given a set of items \( I = i_1, i_2, \ldots, i_n \), and a transaction containing a set of items \( I' = i_1, i_2, \ldots, i_n, i_{n+1}, \ldots, i_j \) \((j \geq n)\). Then, algorithm CountItemSet will not miss the transaction in its computation of the number of occurrences of \( I \) in BBS.

**Proof.** Let \( v \) and \( v' \) be the \( m \)-bit vectors of \( I \) and \( I' \) respectively. Since \( I \subset I' \), it means that for every bit in \( v \) that is set, the corresponding bit in \( v' \) is also set. Now, algorithm CountItemSet logically-ANDed the set bits of all corresponding bit-slices. This means that the bit in the resultant bit array of algorithm CountItemSet corresponding to \( v' \) will also be set. Thus, the transaction is not missed in the computation.

\[ \square \]

**Lemma 4** Given a database \( D \) and its BBS, and a set of items \( I = \{i_1, i_2, \ldots, i_n\} \). The number of occurrences of \( I \) in BBS determined by algorithm CountItemSet is no smaller than the actual number of occurrences of \( I \) in the database \( D \).

**Proof.** This follows from Lemma 3. Since algorithm CountItemSet does not miss any transactions that contain \( I \), it means that the answer returned by algorithm CountItemSet should at least be as large as the actual count obtained from \( D \).

\[ \square \]

The implications of the above Lemmas are:

- From Lemmas 1 and 2, we can see that algorithm CountItemSet can be effectively used to prune away transactions that have different bit representation from that of the item set that we are counting.

- From Lemma 3, we understand that CountItemSet will not have any false misses. In other words, if any transaction contains the item set that we are counting, that transaction will be counted.

- From Lemma 4, we see that it is possible to over-estimate the number of transactions containing an item set. In other words, CountItemSet may generate false drops. This follows from the fact that BBS is a lossy representation and multiple transactions containing different item sets may be mapped to the same bit vector.

- From Lemmas 3 and 4, we can prune away certain small item sets quickly, i.e., an item set whose estimated count is below the support threshold is certainly not a large item set.
Example 2 We shall illustrate CountItemSet using our running example. Suppose we want to determine the number of transactions containing item set \( I = \{0, 1\} \). Using the same hash function, we note that the vector for \( I \) is 11000000. As such, we only need to examine bit slices 1 and 2 of the BBS. From Table 2, we note that the two slices are 10010 and 11111. By logically ANDing the two slices, we get the resultant bit vector of 10010 which indicates that there are two transactions containing \( I \). Here, the answer obtained is accurate, reflecting the actual number of transactions containing \( I \). On the other hand, if we were to determine the number of transactions containing \( I = \{1, 3\} \), we will obtain a value of 3. This value turns out to be larger than the actual count of 2. Thus, algorithm CountItemSet can over-estimate the number of transactions containing an item set.

We also note that there is a tradeoff between the size of the bit vector, \( m \), and the number of false drops. When \( m = 1 \), we have one extreme case of BBS returning the cardinality of the database as the answer for all item sets to be counted. On the other extreme, when \( m \) is equal to the number of items in the database, all transactions containing different item sets will be mapped to different vectors. Thus, we can obtain a precise and accurate count on the number of transactions containing an item set. Essentially, a large value of \( m \) will minimize the number of false drops, but may increase the processing cost since the size of the BBS is large. On the contrary, a small \( m \) value will lead to an increase in the number of false drops. While a smaller BBS will incur smaller number of I/Os, it may take a longer time to prune away a larger number of false drops. Tuning the size of BBS for optimal performance is critical. Fortunately, as we shall see in our experimental results, the size of the bit vector can be kept to a sufficiently small value without excessive number of false drops.

3 Filter-and-Refine Algorithms for Mining Frequent Patterns

In this section, we present four novel algorithms that can efficiently mine frequent patterns. The proposed algorithms comprise two logical phases: a filtering phase and a refinement phase. We shall first look at the filtering schemes, followed by the refinement strategies. Finally, we shall present the proposed algorithms.

3.1 Filtering Algorithms

In the filtering phase, the objective is to determine a superset of the frequent itemsets quickly. To realize this, we scan the BBS instead of the database. Since BBS is compact and bitwise operations are fast, this phase is computationally inexpensive. We propose two filtering algorithms in this section.

---

4Here, the hash function essentially maps each distinct item to a different bit in the vector.

5As we shall see, in the implementation of some of the schemes, we have integrated the two phases, rather than treating them as two distinct and separate phases. Such integrated approach has several advantages which we shall discuss in the respective algorithm.
Algorithm SingleFilter

The first algorithm, algorithm SingleFilter, is shown in Figure 2. The algorithm comprises two parts, an initialization and invocation routine, and a recursive generate and filter routine. Routine GenerateAndFilter operates as follows. It essentially examines all itemsets obtainable from an item first, before moving on to examine all itemsets for the second item, and so on (lines 4–9). Note that if itemsets for an item $a_1$ includes an item $a_2$, then when itemsets $a_2$ are generated, those that involve item $a_1$ will not be reexamined again. For each itemset examined, the number of occurrences is estimated using algorithm CountItemSet (see Section 2.2). Only those itemsets with estimated counts larger than or equal to the threshold will be accepted as potential frequent patterns. The patterns are accumulated as they are generated (lines 1–3). Routine InitialAndInvoke essentially performs the initialization (initially, the set of frequent patterns is an empty set, etc.) and initiates the invocation of routine GenerateAndFilter.

Routine InitialAndInvoke:

Input: set of all items $I = \{i_1, i_2, \ldots, i_n\}$, $\tau$ the threshold (minimum support)
Output: a superset of frequent item sets, $F$

1. $itemset \leftarrow$ NULL
2. $F \leftarrow$ NULL
3. GenerateAndFilter($I$, itemset)
4. return $F$

Routine GenerateAndFilter($I$, itemset):

1. if ($itemset \neq$ NULL) {
2. \hspace{1cm} $F \leftarrow F \cup itemset$
3. \hspace{1cm} }
4. while ($I \neq$ NULL) {
5. \hspace{1cm} $I \leftarrow I - \{i\}$ \hspace{1cm} // $i$ is an item from $I$
6. \hspace{1cm} if CountItemSet($\{i\} \cup itemset$) $\geq \tau$ {
7. \hspace{1cm} \hspace{1cm} GenerateAndFilter($I$, $\{i\} \cup itemset$)
8. \hspace{1cm} \hspace{1cm} }
9. \hspace{1cm} }

Figure 2: Algorithm SingleFilter to generate frequent patterns.

Algorithm DualFilter

While algorithm SingleFilter is efficient, it is unable to provide any guarantee on the quality of the candidate patterns generated. As such, all candidate patterns have to be examined in the refinement step to verify their validity. Here, we propose another algorithm, algorithm DualFilter, that partitions the candidate patterns into two groups – one with 100% guarantee to be frequent patterns that will appear in the final answer set, and the other with no such guarantee. The crux of the algorithm lies in
its ability to determine, for some itemsets, the exact count of the number of transactions that contain
the itemsets by maintaining some additional information.

We first examine the following important results:

Lemma 5 Let actCount(I₁) and actCount(I₂) denote the actual counts of the number of transactions
containing itemsets I₁ and I₂ respectively. Let estCount(I₁) and estCount(I₂) denote the estimated
counts of the number of transactions containing itemsets I₁ and I₂ obtained from algorithm CountItemSet
respectively. Then, if

\[
\text{actCount}(I₁) = \text{estCount}(I₁)
\]

we have

\[
\text{estCount}(I₁ ∪ I₂) ≥ \text{actCount}(I₁ ∪ I₂) ≥ \text{estCount}(I₁ ∪ I₂) - (\text{estCount}(I₂) - \text{actCount}(I₂)).
\]

Proof. From Lemma 4, we have

\[
\text{estCount}(I₁ ∪ I₂) ≥ \text{actCount}(I₁ ∪ I₂)
\]

Let actCount(I) denote the actual counts of the number of transactions containing either itemsets
I₁ or I₂, and estCount(I) denote the estimated counts of the number of transactions containing either
itemsets I₁ or I₂. From Lemma 4, we have

\[
\text{estCount}(I) ≥ \text{actCount}(I)
\]

We are given that

\[
\text{actCount}(I₁) = \text{estCount}(I₁)
\]

Thus, we have

\[
\text{estCount}(I) - \text{estCount}(I₁) ≥ \text{actCount}(I) - \text{actCount}(I₁)
\]

We note that, for itemsets I₁ and I₂, we have (by set theory)

\[
\text{estCount}(I) - \text{estCount}(I₁) = \text{estCount}(I₂) - \text{estCount}(I₁ ∪ I₂)
\]

and

\[
\text{actCount}(I) - \text{actCount}(I₁) = \text{actCount}(I₂) - \text{actCount}(I₁ ∪ I₂)
\]

Therefore, we have

\[
\text{estCount}(I₂) - \text{estCount}(I₁ ∪ I₂) ≥ \text{actCount}(I₂) - \text{actCount}(I₁ ∪ I₂)
\]

This implies

\[
\text{actCount}(I₁ ∪ I₂) ≥ \text{estCount}(I₁ ∪ I₂) - (\text{estCount}(I₂) - \text{actCount}(I₂)).
\]
Thus, we have the lemma. \hfill \Box

The lemma gives the upper and lower bounds of \( \text{estCount}(I_1 \cup I_2) \). In fact, we have actually used the former in algorithm SingleFilter. Now, we shall see how we can exploit the lower bound via the following corollary.

**Corollary 1** Let \( \text{actCount}(I_1) \) and \( \text{actCount}(I_2) \) denote the actual counts of the number of transactions containing itemsets \( I_1 \) and \( I_2 \) respectively. Let \( \text{estCount}(I_1) \) and \( \text{estCount}(I_2) \) denote the estimated counts of the number of transactions containing itemsets \( I_1 \) and \( I_2 \) obtained from algorithm CountItemSet respectively. Then, if

\[
\text{actCount}(I_1) = \text{estCount}(I_1)
\]

and

\[
\text{actCount}(I_2) = \text{estCount}(I_2)
\]

we have

\[
\text{actCount}(I_1 \cup I_2) = \text{estCount}(I_1 \cup I_2)
\]

**Proof.** Since,

\[
\text{actCount}(I_1) = \text{estCount}(I_1)
\]

from Lemma 5, we obtain

\[
\text{estCount}(I_1 \cup I_2) \geq \text{actCount}(I_1 \cup I_2) \geq \text{estCount}(I_1 \cup I_2) - (\text{estCount}(I_2) - \text{actCount}(I_2)).
\]

Furthermore,

\[
\text{actCount}(I_2) = \text{estCount}(I_2)
\]

Therefore

\[
\text{estCount}(I_1 \cup I_2) \geq \text{actCount}(I_1 \cup I_2) \geq \text{estCount}(I_1 \cup I_2)
\]

And hence,

\[
\text{actCount}(I_1 \cup I_2) = \text{estCount}(I_1 \cup I_2)
\]

\hfill \Box

From the results, we see that all we need is to maintain the actual counts of some frequent patterns, and we can potentially determine the actual counts of subsequent patterns that contain these itemsets. For space efficiency, we only maintain the counts of all 1-itemsets.

Figure 3 shows an algorithmic description of a routine, algorithm CheckCount, that can be used to check if an itemset is frequent with 100% guarantee or frequent with some uncertainty, and the count is actual or estimated by the following values:

1. \( \text{flag} = -1 \)
itemset is non-frequent

2. \( flag = 0 \)

itemset is frequent with some uncertainty and estimated count

3. \( flag = 1 \)

itemset is frequent with 100% guarantee and actual count

4. \( flag = 2 \)

itemset is frequent with 100% guarantee and estimated count

Algorithm CheckCount:

Input: two itemsets, \( I_1 = \{i\} \), \( I_2 \), count (of the \( I_2 \) ), flag, \( \tau \) the threshold (minimum support)

Output: (flag, count)

Algorithm CheckCount(\( I_1, I_2, count, flag \)):

1. \( \text{if}(I_2 = \text{NULL}) \{ \) 
2. \( \text{if}(\text{actCount}(I_1) < \tau) \) return (-1, \text{actCount}(I_1)) else return (1, \text{actCount}(I_1)); 
3. \( \} \)
4. \( \text{if}(\text{flag} = 1) \) 
6. \( \text{if}(\text{estCount}(I_1) = \text{actCount}(I_1) \& \& \text{count} = \text{estCount}(I_2)) \) 
7. \( \text{return} (1, \text{estCount}(I_1 \cup I_2)); // \text{Corollary 1} \)
8. \( \text{else if}(\text{estCount}(I_1) = \text{actCount}(I_1)) \& \& \text{estCount}(I_1 \cup I_2) - (\text{estCount}(I_2) - \text{count}) \geq \tau) \) 
9. \( \text{return}(2, \text{estCount}(I_1 \cup I_2)); // \text{The lower bound in the Lemma 5} \)
10. \( \text{else if}(\text{estCount}(I_2) = \text{count} \& \& \text{estCount}(I_1 \cup I_2) - (\text{estCount}(I_1) - \text{actCount}(I_1)) \geq \tau) \) 
11. \( \text{return}(2, \text{estCount}(I_1 \cup I_2)); // \text{The lower bound in the Lemma 5} \)
12. \( \} \)
13. \( \text{return}(0, \text{estCount}(I_1 \cup I_2)); \)

Figure 3: Algorithm CheckCount to determine if the actual count of an itemset can be determined.

We are now ready to look at algorithm DualFilter. The algorithmic description is shown in Figure 4. The algorithm is very similar to algorithm SingleFilter except for lines 2,7-8 of GenerateAndFilter, where we use the variable \( flag \). Here, as soon as an itemset is determined as frequent (based on BBS), it is further examined to see if it is certain to be in the final answer set and its exact count can be determined. Here, we have two resultant sets – \( F \), the set of frequent patterns that are certain to be in the final answer set, and \( F' \), the set of patterns whose validity is uncertain. We note that only patterns in \( F' \) need to be refined.

Adaptive Filtering

For large databases (with huge number of transactions), the size of BBS can be too large to fit into the memory. In this case, both algorithms SingleFilter and DualFilter are expected to perform poorly
Algorithm DualFilter:

Input: set of all items $I = \{i_1, i_2, \ldots, i_n\}$, $\tau$ the threshold (minimum support)
Output: $F$, the set of frequent patterns, and $F'$, the set of candidate patterns with some uncertainty

1. $\text{itemset} \leftarrow \text{NULL}$
2. $F \leftarrow \text{NULL}$
3. $F' \leftarrow \text{NULL}$
4. $\text{count} \leftarrow 0$
5. $\text{flag} \leftarrow 1$
6. GenerateAndFilter($I$, itemset, count, flag)
7. return $F$ and $F'$

Routine GenerateAndFilter($I$, itemset, count, flag):

1. if (itemset $\neq$ NULL) {
2.     if (flag $> 0$) $F \leftarrow F \cup \text{itemset}$ else $F' \leftarrow F' \cup \text{itemset}$
3.     }
4. }
5. $I \leftarrow I - \{i\}$ // i is an item from I
6. if CountItemSet(\{i\} $\cup$ itemset) $\geq \tau$ {
7.     (flag, count) = CheckCount(\{i\}, itemset, count, flag)
8.     if (flag $\geq 0$) GenerateAndFilter($I$, \{i\} $\cup$ itemset, count, flag)
9. }
10. }

Figure 4: Algorithm DualFilter to generate frequent patterns.

because of repeated passes over BBS. To bound the I/O cost, we propose sandwiching the filtering algorithm (either SingleFilter or DualFilter) by a pre- and post-processing phases. We shall present this three-phase approach for small-memory systems (relative to database size) here.

Let DB be the database of transactions, and BBS be the corresponding bit-slice bloom-filtered signature file of DB. Let there be $m$ bit-slices. The algorithm works as follows:

1. **Preprocessing Phase.** In this phase, we construct a new bit-slice bloom-filtered signature file for DB that fits in the memory. We shall denote this newly created structure as MemBBS. This is done by reading the first $k$ slices of BBS that fits into memory, and “rehashing” the remaining $m - k$ slices to any of these $k$ slices.\(^6\)

2. **Filtering Phase.** In this phase, we can apply either algorithm SingleFilter or algorithm DualFilter on MemBBS. Let the results (i.e., the set of potential frequent itemsets) be denoted $F$. Clearly, the size of $F$ generated under MemBBS will have more false drops than that under BBS. However, since MemBBS is memory-resident, the computation cost is much faster.

\(^6\)An alternative approach is to create multiple BBSs with different memory requirement. At runtime, we only need to load into memory the appropriate BBS that fits in the memory. This method, however, incurs higher storage overhead as well as maintenance overhead.
3. **Postprocessing Phase.** In this phase, we want to prune away some of the frequent itemsets generated in phase 2. This can be done in a single pass over the original BBS as follows: We read sufficient vectors of BBS that fit into the memory. We estimate the counts of the itemsets in F. We repeat this process by reading the next portion of BBS, and accumulating the counts of the itemsets in F each time. When the BBS is completely scanned, we can prune away those itemsets whose counts are smaller than the minSupport threshold. The remaining itemsets in F may still contain false drops and can be further refined (see the refinement strategies in the next subsection).

We note that the three-phase scheme requires only two passes over BBS, and hence bounds the number of I/Os necessary. For simplicity, we shall not distinguish the memory-constrained versions from their memory-resident counterparts. We shall use the same name (i.e., SingleFilter or DualFilter for both versions). Essentially, whenever memory is scarce, the adaptive version will be used; otherwise the memory-resident version will be used. The context in which the specific scheme is used should be sufficient to recognize the versions used.

### 3.2 Refinement Algorithms

The results of the filtering phase is a set of candidate patterns that contains the actual frequent patterns. In the refinement phase, we will prune away the false drops in order to obtain the final answer set. We have identified two schemes for the refinement step:

1. **Algorithm SequentialScan.** The first scheme, algorithm SequentialScan, essentially scans the database to verify the validity of the candidate patterns. The algorithm is straightforward. We first load the memory with as many candidate patterns as can fit into the memory. Next, we scan the database and for each tuple examined, we check against the candidate patterns in the memory. This process is repeated until all the candidate patterns are examined. Since the number of candidate patterns are typically small (relative to the total number of patterns), the number of scans of the database is expected to be small.

2. **Algorithm Probe.** The second scheme, algorithm Probe, avoids scanning the database by retrieving only the relevant tuples that match each pattern. This scheme assumes that an index exists on the database. The key of the index is the relative position of the transaction from the beginning of the file. The algorithm operates as follows. Given an itemset (pattern), the resultant bit vector of CountItemSet allows us to determine the set of transactions that contribute to the count. As such, we can use the index to retrieve these records, and check if they contain the itemset.

Comparing the two schemes, we expect SequentialScan to perform well if the average estimated number of transactions containing an itemset is large. On the other hand, we expect Probe to be more efficient when the average estimated number of transactions containing an itemset is small.

### 3.3 The Mining Algorithms

From the above discussion, we can derive the following four filter-and-refine mining algorithms:
1. Algorithm SFS (Single Filter, SequentialScan). This algorithm employs algorithm SingleFilter in the filtering phase, and uses scheme SequentialScan to verify the validity of all the candidate patterns.

2. Algorithm SFP (Single Filter, Probe). This algorithm adopts algorithm SingleFilter in the filtering phase, and algorithm Probe in the refinement phase. However, for greater efficiency, instead of implementing them as separate phases, we integrate the two phases. In other words, as soon as SingleFilter identifies a candidate pattern, the database is probed. This implementation has two advantages. First, the initial response time is short, since as soon as a frequent pattern is identified, it can be returned to the user. Second, the scheme is more efficient as some false drops can be avoided. This is because some false drops that trigger other false drops can be identified earlier, thus the subsequent false drops (had a two-phase approach been adopted) are not triggered.

3. Algorithm DFS (Dual Filter, SequentialScan). This algorithm employs algorithm DualFilter in the filtering phase, and uses scheme SequentialScan to prune away the false drops. Note that unlike SFS, only those candidate patterns that have not been picked out to be in the final answer set need to be examined.

4. Algorithm DFP (Dual Filter, Probe). This algorithm adopts algorithm DualFilter in the filtering phase, and algorithm Probe in the refinement phase. Like SFP, we also integrate the two phases, and hence, it has the same advantages as SFP’s. However, the scheme is expected to be even more efficient than SFP since we know the actual counts of all patterns that have been identified, and these can be used to identify subsequent patterns without looking up the database.

We note that SFS and DFS will have the same number of false drops. Similarly, SFP and DFP will also have the same number of false drops. Moreover, as mentioned, the probe-based schemes (i.e., SFP and DFP) will have fewer false drops that the sequential-scan-based schemes (i.e., SFS and DFS).

3.4 Discussion

In this section, we shall discuss how the proposed schemes facilitate efficient and ease of mining in two important contexts. The first context concerns a dynamic database where the database grows as more transactions or new items are added. We note that new items are only added for new transactions. The proposed schemes can be applied to dynamic databases as they are without additional complexity. Moreover, there is no need to reconstruct the BBS. For new transactions, whenever a transaction is added into the database, the corresponding bit vector of the transaction is added into BBS. For new items, since the bit vector is obtained by hashing on the items, the new items does not affect BBS either. Moreover, since bitwise operations are fast, the difference of a few bits does not affect the computation time significantly.

We note that for the FP-tree scheme, it requires reconstructing the FP-tree since the data has to be ordered. The Apriori-like schemes can be applied as they are, but with more records, it can only be more computationally expensive.
The second context concerns mining with constraints. Constraints are essentially selection predicates on the database. For example, a query of the form “Is the itemset \{1,2,3\} frequent during the month of October?” To answer such queries, we only need to generate a bit slice such that a bit is set if the corresponding transaction falls in the month of October and it is not set if it is not in October. The proposed schemes remain the same, except that the resultant bit slice obtained from algorithm CountItemSet is logically ANDed with the constraint bit slice. Again, this process can be done very quickly.

4 Performance Study

In this section, we present a performance study of the four filter-and-refine schemes. As comparison, we also implemented the Apriori strategy (denoted APS) and the FP-tree scheme (denoted FPS). All the experiments are performed on a 167-MHz SUN Ultra 1 with 64 megabytes main memory, running on Sun-OS. All the programs are written in C++ and compiled with g++ 2.95.2.

For the proposed strategies, the hash function used is the following: we take the four disjoint groups of bits from the 128-bit MD5 signature [12] of the item name; if more bits are needed, we calculate the MD5 signature of the item name concatenated with itself. In practice, the computational overhead of MD5 is negligible.

We evaluated the schemes on two performance metrics: false drop ratio and response time. The false drop ratio only applies to the proposed schemes and is computed as follows:

\[
FDR = \frac{F_{fd}}{F}
\]

where \(F_{fd}\) denotes the number of false drops, and \(F\) denote the actual number of frequent patterns. The response time of an algorithm is obtained by an average of several runs of the algorithms.

The synthetic data sets which we used for our experiments were generated using the procedure described in [1]. There are four components to a dataset – the number of transactions \(D\), the number of distinct items in the database \(V\), the average number of items per transaction \(T\), and the average maximal potentially frequent item set size \((I)\). As default, we set \(D = 10K\), \(V = 10K\), \(T = 10\) and \(I = 10\) (i.e., T10.I10.D10K with 10K items). The default value of \(\tau\) (minimum support) is set to 0.3%.

4.1 Effect of Size of Bit Vector

We first study the effect of the size of a bit vector, \(m\), on the performance of the filter-and-refine schemes. This is done by varying \(m\) from 400 to 6400 bits. Figure 5 shows the results of the experiment.

Figure 5(a) shows that as \(m\) increases, the false drop ratio FDR decreases for all the four proposed schemes. In fact, when \(m\) is small \((m \leq 1600)\), increasing \(m\) reduces FDR significantly. However, as \(m\) becomes large enough \((m > 1600)\), the number of false drops reduces at a very slow rate as \(m\) increases. As such, we can expect the optimal \(m\) value to be the point where the reduction starts to slow down.

From the figure, we also observe that SFP and DFP have much lower FDR than the other two schemes (i.e., SFS, DFS) without probing. Our investigation shows that the probe-based schemes have
no more than 10% of the false drops of the sequential-scan-based schemes. This result is expected since once the probe-based schemes have identified a candidate pattern, they can determine if it is frequent with 100% confidence. Hence, they are not exposed to the chain effect of false drops triggering other false drops that the sequential-scan-based schemes encountered.

Figure 5(b) shows the response time results of the four proposed schemes. Like the false drop results, when \( m \) is small, the response time of the four schemes reduce significantly as \( m \) increases. This is because as \( m \) increases, the number of false drops deceases significantly. Thus, the effort spent in removing the false drops is significantly reduced for increasing \( m \) values. However, there exists a certain value of \( m \) whereby further increase in \( m \) leads to longer response time. This is because, as mentioned in the FDR results, the number of false drops reduces at a very slow rate. As such, the vector size begins to have its effect on computational cost, albeit gradually.

We also observe that the probe-based schemes are much more efficient than their sequential-scan-based counterparts. This is clearly due to the smaller number of false drops. Comparing SFP and DFP, and SFS and DFS, we observe that the dual-filter-based schemes outperform the single-filter-based strategies. The reason is that the dual-filter-based schemes are capable of determining the frequent patterns based on Lemma 5 and Corollary 1. For example, we determine about 80% of the frequent patterns without probing the database by using the CheckCount algorithm of Figure 3 when \( m = 1600 \). Similarly, comparing SFS and SFP, and DFS and DFP, we note that the probe-based schemes are much faster than the sequential-scan-based schemes. As mentioned, this is due to the lower FDR of probe-based schemes.

The results of both figures imply that we can tune \( m \) to get a low FDR and fast response time. For the data sets in this paper, we shall choose \( m = 1600 \) as our default value.

### 4.2 Comparative Study on the Default Settings

In this experiment, we compare the four proposed schemes against the Apriori (APS) and FP-tree (FPS) schemes on the default parameter settings. Figure 6 shows the results of the experiment. First, we note that all the four proposed schemes outperform APS. While SFS consumes about 90% of the running time of APS, DFP’s running time is less than 20% that of APS. This clearly demonstrates the effectiveness of the proposed strategies.

Second, we note that FPS remains fairly competitive - it outperforms SFS and DFS. We found that this is due to the large number of false drops for SFS and DFS.

Third, we see that SFP and DFP outperform FPS by virtue of the fact that their false drops are much lower. In particular, we see that DFP performs the best. DFP outperforms FPS since it is able to determine with certainty some patterns without having to probe the database.

### 4.3 Effect of Minimum Support Threshold

In this study, we would like to see how the various schemes perform as the minimum support threshold varies from 0.1% to 1.2%. The results of this experiment is shown in Figure 7. First, as the minimum support threshold increases, the response time decreases for all the schemes. This is expected since
a larger minimum support threshold means fewer number of candidate patterns. Second, the relative performance of the various schemes remain the same: APS is the least efficient, SFS and DFS are superior to FPS, SFP outperforms FPS, and DFP performs the best. In fact, we observe for DFP, as the minimum support threshold changes, although the number and the maximum size of frequent itemsets change dramatically, the FDR is still below 3%, and 80 – 90% of the candidate frequent patterns can be determined without probing the database based on Lemma 5 and Corollary 1.

4.4 Effect of Number of Transactions

In this experiment, we evaluate how well the various schemes scale with respect to the database size. We vary the number of transactions from 10K to 100K. The results of this study is shown in Figure 8. As shown, all the schemes show linear scalability with respect to the number of transactions. However, SFP and DFP are the least affected because of the low FDR and most candidate itemsets can be determined by algorithm CheckCount based on Lemma 5 and Corollary 1. The relative performance of the schemes remains the same in the following order of efficiency: DFP (most efficient), SFP, FPS, DFS, SFS, APS (least efficient).

In summary, SFP and DFP are able to exploit the smaller candidate itemsets and be able to determine
most of the candidate itemsets with 100% confidence by using BBS and fast bitwise operations. Hence they are more efficient than the other schemes.

4.5 Effect of Number of Distinct Items

In this experiment, we study the effect of the number of distinct items on the various schemes. We vary \( V \) from 10K to 100K while keeping other parameters fixed.

Figure 9 shows the result of the experiment. As \( V \) increases from 10K to 100K, the number and maximum size of frequent itemsets decrease dramatically, therefore APS's response time decreases quicker than the other schemes. On the contrary, in spite of the reduction in the number of frequent itemsets, the increase of 1-frequent-itemset with the increase of \( V \) affects the structure of FP-tree, which is not a balanced tree. As such, the response time decreases at a slower rate. For the proposed strategies, increasing \( V \) potentially reduces the number of false drops (since \( m \) is kept constant). Thus, the response time also decreases as \( V \) increases. Since SFS and DFS have larger number of false drops, the reduction is more significant for them. Again, the relative performance of the various schemes remain the same.
4.6 Effect of Average Number of Items Per Transaction

In this experiment, we vary the average number of items per transaction from 10 to 30 to study its effect on the schemes.

Figure 10 shows the effect of average number of items per transaction($T$). When $T$ varies from 10 to 30, the number of frequent itemsets increases, and since the support, $\tau$, does not change, therefore the time to get the frequent patterns also increases for all the schemes. In particular, for the proposed schemes, larger $T$ values potentially increase the number of false drops. However, as shown in the results, the proposed strategies remain effective with DFP performing the best comparing with the other schemes.

4.7 Effect of Memory Size

Since DFP performs the best among all the proposed schemes, for this and the remaining experiments, we shall just focus on DFP and ignore the other proposed algorithms. In this experiment, we study how DFP, APS and FPS perform under small memory systems. We vary the memory size from 250K to 2M. The results of this experiment is shown in Figure 11.

As shown in the figure, all schemes incur higher running time as the memory size decreases. For
DFP, this is because of the additional pre- and post- processing overheads incurred. For FPS, the size of the FP-tree is determined by the number of 1-large items. When the FP-tree does not fit into the memory, the database will have to be scanned multiple times. For APS, smaller memory means fewer data can be reused in memory, and so the database has to be scanned multiple times also. On the whole, we note that DFP remains superior over APS and FPS.

4.8 On Dynamic Databases

In this experiment, we study how DFP, APS and FPS may perform in a dynamic database where the database grows as more transactions or new items are added. The data set we used is the dynamic transaction database for the web server log described in [10]. The problem can be simplified as follows. There are 5000 files on the dynamic Web server, where 10% of the “hot” files in the previous day will be “cold” the next day. The total number of transactions is about 6,550,000. $D_0$ is the transaction database in the previous day, and in the next day more records are inserted, whose database is denoted as $D_i (i = 1, \ldots, n)$.

Figure 12 shows the results. We note that DFP remains the most efficient strategy, while APS remains the worst. For DFP, the main cost, which comes from the need to update BBS, is small since new transactions are simply added into it. Evaluating a larger BBS (compared to the initial one) does not incur much higher cost because of the bitwise operations. APS has to rescan the whole database ($\sum_{i=0}^{j} D_i$, where $j = 1, \ldots, n$) and hence the increase in the mining cost (compared to DFP) is much larger. As for FPS, it has to reconstruct the FP-tree which incurs the main bulk of the additional overhead. It is also worth noting that as $n$ gets larger (i.e., the next day’s database is split into more small databases), the total difference among the three schemes will also increase.

4.9 On Ad Hoc Queries with Constraints

Queries related to frequent patterns can be answered using the frequent itemsets determined (e.g., Is itemset I frequent?). However, there are some queries that may involve more than frequent patterns, such as queries on non-frequent patterns, and queries with constraints. We call these queries ad hoc
queries.
In this study, we demonstrate how ad hoc queries can be addressed using two examples:

1. **Query 1.** What is the count of a particular non-frequent-pattern I?

2. **Query 2.** What is the number of occurrences of itemset I for transactions whose TIDs are divisible by 7?

The first query may happen in real life when users are interested in some patterns which are not frequent, while the second query may be a query on Sunday transactions if we suppose the TID is the number of the day since one specific Monday.

APS cannot answer these queries directly from the frequent item sets and has to rescan the database. FPS, even with the reconstruction of the FP-tree, cannot answer them because FP-tree does not store the information of the non-frequent patterns. Moreover, since it is not dynamic, it is hard to implement constraints in it. However, DFP can give the answers very quickly. For the first query, algorithm CountItemSet can estimate the non-frequent-pattern from the BBS and probe the database for the relevant transactions. For the second query, we only need an additional bit slice for the constraint. The bit slice is constructed such that the corresponding bits for the transactions whose TID is divisible by 7 are set, while the other bits are not set. Figure 13 shows the results. We note that the time difference between the time to process queries 1 and 2 is negligible since the process is almost the same. As shown, DFP performs better than APS. As noted, FP-tree cannot be used to answer the queries and hence there is no performance result for FPS.

5 **Conclusion**

In this paper, we have proposed a dynamic and persistent data structure, called BBS, to compactly represent the original transactions as bit-vectors for facilitating efficient frequent pattern mining. Operations on BBS are efficient as they are bitwise operations. Moreover, it incurs much less I/Os to

---

7 It is beyond our study to create the bit slices for arbitrary constraints.
examine bit-slices in BBS as compared to scanning the original database. Based on this structure, we have also studied four filter-and-refine algorithms. The first phase of the algorithms works on BBS to identify a superset of the candidate frequent patterns. The second phase of the algorithms refines this large set to prune away the false drops. We implemented the schemes, and compared them against the Apriori scheme and the FP-tree scheme. Extensive experimental results showed the effectiveness of the proposed schemes. Moreover, one of the schemes is shown to remain superior in all cases.

We are extending this work by exploring the possibility of doing away with phase 2. This would shorten the running time even further. However, it would mean that the answer patterns are but an approximate set of the actual answers. Such an approach will be useful if the users require only approximate answers. For the results to be meaningful, we are looking into mechanisms to provide some kind of probability on the likelihood of a pattern to be a frequent pattern.

References


