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Lecture 10
Server Discovery and 
Player Matchmaking
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Previously on CS4344 
How to deal with latency?
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This lecture: 
How to reduce latency?
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Idea: pick the “closest” 
server to connect to
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Game services (e.g., Garena) host multiple game  
servers for the same game.
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Game console can host games 
(i.e., become the server)
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How does it work?   
Using Valve’s Steam Counter Strike: Source 

server discovery as an example.
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i want to join

give me details

server “master” server

123.4.5.6:8000 
etc.
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10000 of servers worldwide
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show me the servers!

here you go! 
137.12.12.1:9000 
10.2.31.3:9021 
123.4.5.6:7890 
: 
:

player “master” server

in no particular order, up to 231 servers
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info request

game info..

player server 1

repeat for all 231 servers

server 2

info request

game info..
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Meanwhile, probed servers are 
shown to player on the UI
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show me the servers!

here you go! 
90.13.88.1:9001 
: 
:

player “master” server

in no particular order, up to 231 servers
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info request

game info..

player server 232

repeat for all 231 servers

server 233

info request

game info..
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show me the servers!

here is the last batch 
81.234.111.112:10211 
: 
:

player “master” server
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Slow 
Steam limits the client to 140 

probe/s for DSL 256kbps 
(minutes to go through all servers)
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Inefficient 
NAT maintains per-flow state.   

Lots of new (but short) flow states 
to maintain!
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Inefficient 
Many irrelevant probes to a server  

(popular games easily have hundreds of 
thousands players worldwide)
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Inefficient 
Low RTT servers may not appear 

until later.
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Filter by location
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even if Steam filters the servers 
based on geographical location 

(“Asia”) we may still have 
hundreds/thousands of  

servers to probe
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Idea: probe servers in (roughly) 
increasing order of RTT
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Question: how to estimate RTT 
before probing?
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Solution 1: 
GeoIP Location
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Maps IP address to location 
(demo: see http://www.maxmind.com/en/geoip_demo)

http://www.maxmind.com/en/geoip_demo


1415/S2



1415/S2

show me the servers!

here are those in the  
same region as you: 

137.12.12.1:9000 
  : 
  :

player “master” server
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Problem: network latency not 
related to geographical location
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Solution 2: 
Network Coordinates
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Maps hosts to a coordinate in  
n-dimensional space, s.t. 

distance corresponds to latency 
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A B

C

100ms

20ms100ms
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A

B

C
(0,0) (9.95,-1)

(9.95,1)
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A B

C

20ms

20ms100ms

Triangle inequality violated
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No mapping is perfect.   
We try to minimize error.

∑i,j(RTT(i,j) - DIST(i,j))2
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A B

C

30ms

20ms

60ms
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Hooke’s Law 
Force ∝displacement 

displacement = RTT(i,j) - DIST(i,j)
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A B

C

30ms

20ms

60ms



1415/S2

A

B

C

Move a small step in the direction of the force 
proportional to the magnitude of the force
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A
B

C

Repeat periodically
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e.g, 
Vivaldi Network Coordinates: 
1. Fully Distributed 
2. Used in Vuze/Azereus 
3. Uses “2D + height” coordinate

http://wiki.vuze.com/w/Vivaldi_View

http://wiki.vuze.com/w/Vivaldi_View
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Video by Benedikt Fraunhofer (Taken from TUM SOS Group)
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REED 
Using Network Coordinates for  

FPS Server Discovery
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Each game server measures RTT to 
a subset of other servers (and 
reports RTT measurement to 
master server.
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Master server computes network 
coordinates. 

(unlike Vivaldi, REED is centralized)
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give me some landmarks 
to orient myself

here you go! 
90.13.88.1:9001 
: 
:

player “master” server

small number (14) of game servers are returned
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Client measures RTT to the landmarks and 
calibrates its own coordinates.

A B

(10, 30, 4) (25, 10, 8)

C

(?, ?, ?)
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give me some servers 
my coord is (x,y,z)

here you go! 
90.13.88.1:9001 
: 
:

player “master” server

server returns game server in increasing  
order of distance from client.
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Client can stop probing after 
measured RTTs to servers exceed a 
threshold. 

as little as 1% of probe time / 
traffic (compared to naive probing)
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So far: assume player  
can choose server
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server

why so slow?
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P2P architecture:  
needs to keep latency to 

each other low.
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Solution: group players 
according to their latency 

to each other.
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Players ping each other, 
report RTT to server
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Model problem as a graph, with players 
as vertices and delay as edge cost. 

A subset of players: a sub-clique 
maximum latency between any pair: diameter
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find a k-clique with minimum diameter

find a largest sub-clique with diameter 
below a threshold
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a solution: 
hierarchical clustering
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init: every player forms a cluster
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repeat: merge two closest clusters 
to form a larger cluster
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repeat: merge two closest clusters 
to form a larger cluster
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repeat: merge two closest clusters 
to form a larger cluster
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repeat: merge two closest clusters 
to form a larger cluster
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distance between two clusters: max delay 
between two players, one from each cluster.
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repeat until: diameter exceeds threshold or 
number of players is met.



1415/S2

a solution: 
QT clustering 
(quality threshold)
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init: build a candidate cluster from  
one player



1415/S2

repeat: grow the cluster by adding one 
player with smallest distance
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repeat: grow the cluster by adding one 
player with smallest distance
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repeat until: diameter exceeds threshold or 
number of players is met.
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re-init: now, try a candidate cluster from  
a different player
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final step: output the best candidate cluster
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Grouping players waiting 
in lobby according to their 

latency to each other.
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New player: join the 
closest clusters without 
voilating size/diameter 

constraints.
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Lecture 10
Server Discovery and 
Player Matchmaking


