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Abstract

Identification, by algorithmic devices, of grammars for languages from positive data

is a well studied problem. In this paper we are mainly concerned about the learnability

of indexed families of uniformly recursive languages. Mukouchi introduced the notion

of minimal and reliable minimal concept inference from positive data. He left open a

question about whether every indexed family of uniformly recursive languages that is

minimally inferable is also reliably minimally inferable. We show that this is not the

case.

1 Introduction

Consider the identification of formal languages from positive data. A machine is fed all the
strings and no nonstrings of a language L, in any order, one string at a time. The machine,
as it is receiving strings of L, outputs a sequence of grammars. The machine is said to
identify L just in case the sequence of grammars converges to a grammar for L. A class
of languages is said to be identifiable if some machine identifies each language in the class.
This is essentially the paradigm of identification in the limit (called TxtEx-identification)
introduced by Gold [Gol67]. Several important classes of languages such as pattern languages
[Ang80a] and length bounded elementary formal systems [Shi94] have been shown to be
TxtEx-identifiable. On the other hand, any class of languages which contains all the finite
languages, and at least one infinite language cannot be TxtEx-identified ([Gol67]).

Recently several researchers have focused on the identification of indexed families of uni-
formly recursive languages (see for example [ZL95]) (see Section 2 below for definitions).
The reason for this is mainly due to the fact that several important class of languages, such
as pattern languages and length bounded elementary formal systems, are indexed families
of uniformaly recursive langauges. Mukouchi [Muk94] considered a variation of TxtEx-
identification criterion for indexed families of uniformly recursive languages, which we infor-
mally describe below (see formal definitions in Section 2 below).

Suppose L = L0, L1, . . . is an indexed family of uniformly recursive languages. Suppose
L is a non-empty language. Then Lj ∈ range(L) is said to be a minimal concept of L

within L, iff (1) L ⊆ Lj, and (2) (∀Li ∈ range(L))[L ⊆ Li ⊆ Lj ⇒ Li = Lj]. Intuitively,
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minimal concept of L within L can be considered as a “good” approximation (from above)
of L within L.

A machine M minimally TxtEx-identifies L = L0, L1, . . . if it satisfies the following
condition: For any nonempty language L such that there exists a minimal concept of L

within L, M on any positive presentation of L converges to an index j such that Lj is a
minimal concept for L within L.

Reliable identification introduced by Minicozzi [Min76] requires that a machine should
not converge on texts it does not identify. Based on this Mukouchi considered reliable mini-
mal TxtEx-identification. In reliable minimal TxtEx-identification in addition to minimal
TxtEx-identification, as described above, it is required that: for any nonempty language L,
if there exists no minimal concept for L within L, then M diverges on all positive presentation
of L.

Mukouchi showed that the class of length bounded elementary formal systems (and their
bounded union) can be reliably, minimally TxtEx-identified. On the other hand, since mini-
mal TxtEx-identification implies TxtEx-identification, not every class of indexed family can
be minimally TxtEx-identified. Mukouchi also showed that there exist TxtEx-identifiable
classes which cannot be minimally TxtEx-identified. However, Mukouchi left open the ques-
tion whether reliable minimal inference restricts minimal inference criteria. We show that
this is indeed the case.

We now proceed formally.

2 Preliminaries

N denotes the set of natural numbers. ∅, ⊆, ⊂, ⊇, ⊃, respectively denote empty set, subset,
proper subset, superset, and proper superset. A language is a non-empty subset of N . We
let L, with or without subscripts, range over languages. L ranges over sets of languages. 〈·, ·〉
denotes a computable, bijection from N × N to N . Intuitively, 〈·, ·〉 is a pairing function.
Similarly one can define 〈·, ·, ·〉 as a computable bijection from N ×N ×N to N . Quantifier
∞

∀ denotes for all but finitely many.
A text is an infinite sequence of elements from N (in other words, text can be considered

as a mapping from N to N). We let T (with or without subscripts), range over texts. T [n]
denotes the finite initial sequence of T of length n. SEQ denotes the set of all finite sequences.
We let σ, (with or without subscripts and superscripts), range over finite sequences. σ � (w)
denotes the concatenation of w at the end of finite sequence σ.

Suppose T = w0, w1, w2, . . .. Then, the content of T , denoted content(T ), is the set
{w0, w1, . . .}. For a finite sequence σ, we define content(σ) analogously. T is said to be a
text for L, iff content(T ) = L.

An inductive inference machine is an algorithmic mapping from SEQ to N . M ranges
over inductive inference machines. M is said to converge on T to i, (written M(T )↓ = i)

iff, (
∞

∀ n)[M(T [n]) = i]. If there exists an i such that M(T )↓ = i, then we say that M(T )↓.
Otherwise, we say that M(T )↑.

A sequence of non-empty recursive languages, L = L0, L1, . . . is said to be an indexed
family of uniformly recursive languages (often denoted by just indexed family), just in case,
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there exists a recursive function f , such that

f(i, x) =
{

1, if x ∈ Li;
0, otherwise.

range(L) = {Li | i ∈ N}, denotes the set of languages in the indexed family L.

Definition 1 [Gol67, Ang80b] Suppose L = L0, L1, . . . is an indexed family of uniformly
recursive languages. M TxtEx-identifies L iff (∀L ∈ range(L))(∀ texts T for L)(∃i | Li =
L)[M(T )↓ = i].

TxtEx = {L | (∃M)[M TxtEx-identifies L]}.

Definition 2 [Muk94] Suppose L = L0, L1, . . . is an indexed family of uniformly recursive
languages. Suppose L ⊆ N , is non-empty. Lj ∈ range(L) is said to be a minimal concept of
L within L iff

(1) L ⊆ Lj, and
(2) (∀Li ∈ range(L))[L ⊆ Li ⊆ Lj ⇒ Li = Lj].

Intuitively, one may consider minimal concept of L within L as a “good” approximation
(from above) of L from languages in L, in the sense that there is no other approximation
which is “strictly better”.

Definition 3 [Muk94] Suppose L = L0, L1, . . . is an indexed family of uniformly recursive
languages. M minimally TxtEx-identifies L iff, for all L such that there exists a minimal
concept for L within L,

(∀ texts T for L)(∃i | Li is a minimal concept for L within L)[M(T )↓ = i].

Based on the definition of reliable inference by [Min76] (see also [BB75, CJNM94]),
Mukouchi also considered reliable minimal identification. Intuitively, a machine is reliable if
it does not converge on functions it fails to identify. In other words, the machine does not
give a false signal by converging to a wrong grammar: every wrong hypothesis is eventually
rejected by a mind change.

Definition 4 [Muk94] Suppose L = L0, L1, . . . is an indexed family of uniformly recursive
languages. M reliably, minimally TxtEx-identifies L iff, the following two conditions are
satisfied.

(1) for all L such that there exists a minimal concept for L within L,

(∀ texts T for L)(∃i | Li is a minimal concept for L within L)[M(T )↓ = i];

and
(2) for all L such that there exists no minimal concept for L within L, (∀ texts T for

L)[M(T )↑].

Note that in the above definitions, we have essentially used the indexed family being
learned as the hypothesis space also [ZL95]. It can be shown that, for the above criteria
(TxtEx, minimal TxtEx, and reliable minimal TxtEx-identification) the learnable indexed
families do not change if one allows class comprising hypothesis spaces [ZL95]. Thus for the
sake of simplicity, we only consider the indexed family themselves as hypothesis space for
this paper.
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Proposition 1 There exists a recursively enumerable sequence M0, M1, . . . of total induc-
tive inference machines such that:

(1) If some M TxtEx-identifies L, then (∃i ∈ N)[Mi TxtEx-identifies L].
(2) If some M minimally TxtEx-identifies L, then (∃i ∈ N)[Mi minimally TxtEx-

identifies L].
(3) If some M reliably minimally TxtEx-identifies L, then (∃i ∈ N)[Mi reliably mini-

mally TxtEx-identifies L].

For proof of part (1) of the above proposition see, for example, [OSW86]. The same proof
works for part (2) and (3) also. We let M0,M1, . . . be a recursively enumerable sequence of
machines satisfying Proposition 1.

3 Main Result

We now show that reliability restricts minimal TxtEx-identification for indexed families of
recursive languages.

Theorem 1 There exists an indexed family L of languages such that
(1) Some machine M minimally TxtEx-identifies L.
(2) No machine can reliably, minimally TxtEx-identify L.

Proof. For each i ∈ N , we define a text Ti =
⋃

j∈N σ
j
i as follows.

Let σ0
i = σ1

i be finite sequences containing just one element 〈i, 0, 0〉.
For j > 1, σ

j
i is defined as follows:

If Mi(σ
j−2

i ) 6= Mi(σ
j−1

i ), then σ
j
i = σ

j−1

i � (〈i, 0, j〉). Otherwise, σ
j
i = σ

j−1

i � (〈i, 0, 0〉).
Let Ti =

⋃

j∈N σ
j
i .

The following claim is easy to verify.

Claim 1 (1) Mi(Ti)↓ iff content(Ti) is finite.
(2) One can (effectively in i) find a decision procedure for content(Ti).
(3) content(Ti) ⊆ {〈i, 0, x〉 | x ∈ N}.

We define languages L〈i,j,k〉 effectively in i, j, k below.
Let L〈i,0,0〉 = content(Ti) ∪ {〈i, 1, x〉 | x ∈ N}.
For j, k such that j + k > 0, let L〈i,j,k〉 = {〈i, 0, x〉 | x ≤ j ∧ 〈i, 0, x〉 ∈ content(Ti)} ∪

{〈i, 1, x〉 | x ≥ j + k}.
Let L = (L〈i,j,k〉)i,j,k∈N .
Clearly, L is an indexed family of recursive languages.

Claim 2 (1) No language in range(L) contains any element of the form 〈i, y, x〉, for y > 1.
Moreover, 〈i, 1, x〉 ∈ L〈i′,j′,k′〉 ⇔ [i′ = i and j ′ + k′ ≤ x].

(2) Suppose L ⊆ {〈i, 0, x〉 | x ∈ N} is given. Then either
(2.1) L ⊆ content(Ti), L is infinite, and L〈i,0,0〉 is the only minimal concept of L within

L, or
(2.2) L 6⊆ content(Ti) and there is no minimal concept of L within L, or
(2.3) L is finite and there exists no minimal concept of L within L.
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Proof. (1) Follows, easily from the construction of L〈i,j,k〉.
(2) Suppose L ⊆ {〈i, 0, x〉 | x ∈ N}. Note that (a) L〈i,j,k〉 ⊃ L〈i,j,k+1〉, and (b) for

j + k 6= 0, {〈i, 0, x〉 | x ∈ N} ∩ L〈i,j,k〉 = {〈i, 0, x〉 | x ∈ N} ∩ L〈i,j,k+1〉. Thus, we have that
only minimal concept for L (if any) within L can be L〈i,0,0〉. Part (2) is now straightforward.
2

Claim 3 There exists a machine M which minimally TxtEx-identifies L.

Proof. Consider the following machine M. For any nonempty sequence σ,

M(σ)

0. Let i be such that content(σ) ⊆ L〈i,0,0〉 (if no such i exists, then let M(σ) = 0).

1. If content(σ) ⊆ {〈i, 0, x〉 | x ∈ N}, then output 〈i, 0, 0〉.

2. Otherwise, let j = max({x | 〈i, 0, x〉 ∈ content(σ)}), and

k = min({x | 〈i, 1, x〉 ∈ content(σ)}) − j.

3. If j, k ≥ 0, and content(σ) ⊆ L〈i,j,k〉, then output 〈i, j, k〉. Otherwise output 〈i, 0, 0〉.

End M(σ).

It is easy to verify, using Claim 2, that M minimally TxtEx-identifies L. 2

Claim 4 No machine can reliably minimally TxtEx-identify L.

Proof. Suppose by way of contradiction that Mi reliably minimally TxtEx-identifies L.
Now,

(1) If Mi(Ti)↓, then content(Ti) is finite subset of {〈i, 0, x〉 | x ∈ N}, and thus, there
exists no minimal concept of content(Ti) within L.

(2) If Mi(Ti)↑, then content(Ti) is an infinite subset of {〈i, 0, x〉 | x ∈ N}, and thus,
L〈i,0,0〉 is a minimal concept of content(Ti) within L.

Thus Mi cannot reliably minimally TxtEx-identify L. Claim follows. 2

Theorem follows from Claims 3 and 4.
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