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Distributed DB Chapter 5
. Ozsu & Valduriez
Design

e Multi-DBs (or bottom-up)
— No design issues!
e Top-down approach

— Given a DB (and workload), how to split and allocate
to sites

— Two design issues
« Fragmentation
« Allocation
— Issues not independent but will cover separately

CS5225 Distributed DB Design

Example

Employee relation E (#,name,loc,sal,...)
40% of queries: 40% of queries:
Qa: select * Qb: select *

from E from E

where loc=Sa where loc=Sb

and... and ...
Motivation: Two sites: Sa, Sh

Qa— [Sb ]« Qb
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« |t does not take a rocket scientist to
figure out fragmentation...

# NM Loc Sal

E [5] Joe [sal10
7| Sally |Sb| 25
8| Tom | Sa |15

e
# NM Loc Sal # NM Loc Sal

5| Joe |Sa|10 7] Sally | Sb |25
8| Tom |Sa |15 :

F = {F1, F2}

Fi=O loc=saE Fo = QO loc=sbE

= called primary horizontal fragmentation
= fragments are expressed in R.A
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Fragmentation
e Horizontal . < Primary
depends on local attributes

R——r Derived

‘_© depends on foreign relation
» Vertical

1
IO
'

CS5225 Distributed DB Design




Which are good fragmentations?

Example 1:
F={F1,F2}
Fl1=6 g0 E F2 =6 g E

Problem: Some tuples lost!

Example 2:
F={F3,F4}
F3=6 g0 E F4 = s E

Tuples with 5 < sal < 10 are duplicated...
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= Prefer to deal with replication explicitly
Example: & ={Fs, Fe, F7}

Fs=O sa<s E Foe= O s<sa<w0 E

Fr=O sa>10E

= Then replicate Fs if convenient
(part of allocation problem)
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Desired properties for horizontal
fragmentation
R = F={F,F, ..}
(1) Completeness
Vte R, 3F e ¥ suchthat teF,
(2) Disjointness
Vvt e Fi, —3 Fj such that
teF, i#j, Fi,Fe I
(3) Reconstruction — U Fi
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# NM Loc Sal

E [5] Joe [sal10
7| Sally |Sb| 25
8| Tom |Sa |15

T

# NM Loc Sal # NM Loc Sal

5| Joe |Sa|l0 7| Sally | Sb| 25
8| Tom |Sa |15 :

At Sa AtSb

How many fragments to generate? How to decide?
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How do we get completeness
and disjointness?
(1) Check it “manually™
e.g., F1=0 sa<i0E; F2=0O sax10E

(2) “Automatically” generate fragments
with these properties

Desired simple predicates = Fragments
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Example of generation

e Say queries use predicates:
A<10, A>5, Loc = Sa, Loc = Ss
* Assumption: Only 2 locations
e Next: - generate “minterm” predicates
- eliminate useless ones
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5<A<10
iterm predicates (part I)

—~{Loe=Ss)—

CS5225 Distributed DB Design 13

Minterm predicates (part Il)

(10)[-(A<10) A A>5 Loc=Sa A—(Loec=Ss)—
(11)\o(A<10) A A>5 A—ftoe=Saya Loc=Ss

(12 —(A<TON A—=(A>SE) A
=7 )

1
N

LU 2= AvA e U
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Final fragments:

Note: elimination of useless
fragments depends on
application semantics:

e.g.: if LOC could be # Sa, # Ss,
we need to add fragments

Fa: 5<A<10 A Loc#Saanloc#Ss
Fs: A<5 A Loc#SaAlLoc=Ss
Fi2: A>10 A Loc#Saaloc#Ss
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F2: 5<A<10 A Loc=Sa
F3: 5<A<10 A Loc=Ss
Fe: A<5 A Loc=Sa
F7. A<5 A Loc=Ss
Fio: A>10 A Loc=Sa
Fi1: A>10 A Loc=Ss
CS5225 Distributed DB Design 15
Summary

e Given simple predicates Pr={ p1, p2,.. pm}
minterm predicates are

M={m|m= /\ p*, 1<k<m}
pkePr

where pk* is pk or is = pk

e Fragments GmR forallm € M are
complete and disjoint
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Which simple predicates
should we use in Pr?

< Desired property of Pr:
- minimality
- completeness

different from
COMPLETENESS of
fragmentation!
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Return to example:

E(#, NM, LOC, SAL,...)
Common queries:

Qa: select * Qb: select *
from E from E
where LOC=Sa where LOC=Sh
and ... and ...
css22s Distrbuted DB Design 1

Three choices:

@prr={} Fi={E}
(2) Pr = {LOC=Sa, LOC=Sb}

JFZZ{ O loc=saE, O loc=sb E }
(3) Pr = {LOC=Sa, LOC=Sb, Sal<10}

:lf3:{ Olloc=sa A sal<10 E, Olloc=sa A sal>10 E,

Gloc=sb  sal<10E, Oloc=sb  sai>10 E }
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In other words:

Loc=Sa n Qa: Select ... loc = Sa ...
sal <10
Qo: Select ... loc = Sb ...
Loc=Sa A
sal > 10 . \
o I ) Jf 8
Loc=Sb A } IFais good...
| <10
s (not jf 1, jf 3)
Loc=Sb A
sal =2 10
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Informal definition

Set of predicates Pr is complete

if for every Fi e JF[P1],
every t e Fi has equal probability of
access by every (major) application.

Note: JF[Pr] is fragmentation defined by
minterm predicates generated by Pr.
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Back to example:

Loc=Sa A /—/‘,Qai Select ... loc = Sa ...
sal <10 17 tuples here have',

higher probabilityr  Qb: Select ... loc = Sb ...

of access !
Loc=Sa a /)
sal = 10 )/

/
F1 !
Loc=Sb A |1~ 7 Typles here have
sal < 10 lower probability
of access

Loc=Sb A H “ ”
e so 4f1 is not “good”...
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Back to example:

Loc=Sa A Qa: Select ... loc = Sa ...

sal <10 tuples here have
same probability Qb: Select ... loc = Sb ...
of access

Loc=Sa A

sal > 10

¥

Loc=Sb A so Jf is “good”...

sal < 10

Loc=Sb A sois s ...

sal > 10
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Is Pr complete a good thing?
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Informal definition

Set of predicates Pr is minimal if no
Pr < Pris complete
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Back to example:

complete?
QD Pr={} X
(2) Pr = {LOC=Sa, LOC=Sb} v

(3) Pr = {LOC=Sa, LOC=Sb, Sal<10} v

Pr(2) is a subset of Pr(3),
s0 Pr(3) is not minimal...
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e How do we get complete and
minimal Pr?

Answer: use predicates that are “relevant”
in frequent queries

Example: Qa:
Select *
from E

where LOC=Sa and
SAL > input parameter

Derived horizontal fragmentation
Example:
E(#, NM, SAL, LOC)
Fragmentation of E: Jf={ E1, E2} by LOC
J(#, DES,...)
Common query for project:
Given employee name,
list projects (s)he works in
E><1J = (E, UE,) ><1J
=(E, <) u (E, 1)
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E # NM Loc Sal Eo # NM Loc Sal
175 Joe [ sa [ 10 7 [ saly | sb | 25

8 | Tom Sa 15 12 | Fred Sh 15
(at Sa) (at Sb)

How to # Description

fragment J? 5 project 1

On which 7 project 2

attribute? S project 3

How to do it? 12 project 4

(by looking at

J alone?)

CS5225 Distributed DB Design 30




E # NM Loc Sal E # NM Loc Sal
175 Joe | sa |10 ] E2[7 [saly | sb | 25
8 | Tom Sa 15 12 | Fred Sb 15
(at Sa) (at Sb)
# Des # Des
|5 project 1 ol 7 project 2
5 project 3 12 project 4
Ji=JE J2=JXE2
=1I,J><1 E1) Semijoin: P<
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Checking completeness and
disjointness of derived fragmentation

Example: Say J is:
# Des

33 project 33

@ Butno# =33 in E1 orin E2!

This J tuple will not be in J1 or J2
Fragmentation not complete

33

Derived horizontal fragmentation

R, I ={F1, F, ... Fn} 4f could be
U primary or derived

S, 7B ={D1, D, ...Dn} where Di=SI< Fi

Convention: R is owner
S is member
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To get completeness ...

* Need to enforce referential integrity
constraint:
join attr(#) of member relation
U (<)

join attr(#) of owner relation
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Example:
# NM Loc Sal E # NM Loc Sal
E1 2
[ 5] Joe | sa | 10 | | 5] Fred | Sb | 20 |
L] \ L L] | l
J | g | Desgripttign | Fragmentamon\‘
‘ projec ‘ is not
/ \ disjoint!
J1 # Description J # Description
5 project5 | 2 \ 5 | project5 |
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To get disjointness ...

< Join attribute(#) should be key of owner
relation
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Summary: horizontal
fragmentation

e Type: primary, derived

« Properties: completeness, disjointness

« Predicates: minimal, complete
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Vertical fragmentation (When?)

#

Example: E 5T Joe [ sa 10
7
8

NM Loc Sal

Sally Sb 25
Fred Sa 15

R[T]l= Ri[T1] TicT
Rn.[Tn]

Just like normalization of relations
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# NM Loc # Sal
El1 (5T Joe [ sa E2 =11
7 | Sally Sh 7 25
8 | Fred Sa 8 15
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Properties: R[T] = Ri[Tj]

(1) Completeness

CS5225

UrTi=T

alli

Distributed DB Design
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(2) Disjointness

E1(#,LOC)

AL)

Not a desirable property!!
(could not reconstruct R!)
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©)

Lossless join

<] Ri=R

all i

< One way to achieve lossless join:
Repeat key in all fragments, i.e.,
Key c Ti for all i

CS5225

Distributed DB Design
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How do we decide what attributes
are grouped with which?
{El(#,NM,LOC)
E2(#,SAL)

Example: /
\

E(#,NM,LOC,SAL) E1(#,NM)
E2(#,LOC)
\ Ea(#,SAL)
?
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Attribute affinity matrix

A3 A4 As AFF(AT, Aj)

- . captures
the access
frequencies

- - of

- R applications

0
4 for
) attributes Ai

and Aj

R1[K,A1,A2,A3] R2[K,A4,As5]
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e Ref 1 (Ozsu & Valduriez, Chap 5) discusses

— How to build affinity matrix (What about 3 or
higher dimensions?)

— How to identify attribute clusters
— How to partition relation
* You are not responsible for
— Clustering and partitioning algorithms
(i.e., Skip pages 135-145)
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Allocation

Example: E(#NM,LOC,SAL) =
F1 = Oloc=sa E ; F2 = Oloc=sb E
Qa: select ... where loc=Sa...
Qb: select ... where loc=Sb...

Where do

~— N_F1,F2 go? /T
Site a [Site b |
?
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Many Issues ...
* Where do queries originate
e What is communication cost?
and size of answers, relations,...?
* What is storage capacity, cost at sites?
and size of fragments?
* What is processing power at sites?
* What is query processing strategy?
— How are joins done?
— Where are answers collected?
» Do we replicate fragments?
— Cost of updating copies?

— Writes and concurrency control?
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Optimization problem

» What is best placement of fragments
and/or best number of copies to:

— minimize query response time

— maximize throughput
— minimize “some cost” This is an incredibly
- hard problem!

e Subject to constraints?
— Available storage
— Available bandwidth, power,...
— Keep 90% of response time below X

CS5225 Distributed DB Design 48




Example: Single fragment F

m
Read cost: . [tix MIN Cij]
i=1 j

i: Originating site of request
ti.  Read traffic at Si

Ci: Retrieval cost
Accessing fragment F at Sj from Si

Scenario - Read cost

1 2
[1F IF
Gi1 ‘Ci,z
F Ci,3 .O.Ci,i—o

i
Stream of read
C=inf requests for F
ti REQ/SEC
R »C=inf ' REQ
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Write cost
i f Xj ui Cljj
i=1 j=1

i: Originating site of request
j: Site being updated
Xj: r0if F not stored at Sj
{1 if F stored at Sj
ui; Write traffic at Si
C'ii: Write cost
Updating F at Sj from Si
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Scenario - write cost
F F
] ]

F \‘ Updates

] i ui updates/sec
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Storage cost:
z Xi di
i=1
Xi: T 0 if F not stored at Si

1if F stored at Si
di:  storage cost at Si
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Target function

m m
min Z [tixMIN Cij + Z Xjx uix Clij]
=1

i=1 j

+Zm Xix di }

i=1
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Can add more complications:

Examples:
- Multiple fragments
- Fragment sizes
- Concurrency control cost
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Example

Assumptions:

.

The cost of storing fragments at sites is negligible.
The cost of reading a non-local fragment is 1 unit and the cost of writing
a non-local fragment is 2 units.

The cost of reading or writing a local fragment is 0 unit.

appl reads fragment F1 5 times and reads fragment F2 5 times.
app?2 reads fragment F2 5 times and reads fragment F3 5 times.
app3 reads fragment F2 10 times and writes fragment F2 10 times.

appl issues at site 1, app2 issues at site 2, and app3 issues at site 3.

Which of the following three allocations of fragments minimizes total
cost?

- 1. F1latsite 1; F2 at site 2; F3 at site 3
— 2 FlandF2atsite 1; F2 and F3 at site 3.
- 3. Flatsite 1, F3 at site 2, F2 at site 3.
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Example (Cont)
Allocation-1:  F1 at site 1; F2 at site 2; F3 at site 3
Appl 5 non-local reads cost 5

App2 5 non-local read cost 5
App3 10 non-local reads cost 10, non-local writes cost 20.

Total cost is 40.
Allocation-2:  F1 and F2 at site 1; F2 and F3 at site 3.
Appl costs 0
App2 10 non-local reads cost 10
App3 10 non-local writes cost 20

Total cost is 30.

Allocation-3: Total is 10.
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“Best=fit” strategy for non-
replicated allocation

Place the fragment i at the site j* where the total

costs/savings to i is minimum/maximum

What would be the allocation result (of our

example) if we use the “best-fit” method?

The number of total references for fragment F2

is 5+5+10+10x2 = 40.

— When allocating F2 to sites 1, 2, and 3, the total cost
will be 35, 35, and 10, respectively.

— Correspondingly, the total saving will be 5, 5, and 30.
Under “best-fit", F2 is placed at site 3.
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Summary

« Description of fragmentation
* Good fragmentations

« Design of fragmentation

« Allocation
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