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Abstract—Network virtualization can potentially overcome In-
ternet ossification. This technology lets multiple virtual networks
run on a shared physical infrastructure. A key step lies in
mapping a virtual network request to a resource allocation in
the network substrate.

Previous approaches to this network embedding problem
assumed the request will ask for specific resources, such as
network capacity or computing power. However, the end-user is
more interested in performance. This paper therefore considers a
different request format, namely a request will ask for a certain
quality of service (QoS). The infrastructure provider must then
determine the resource allocation necessary for this QoS. In
particular, the provider must take into account user reaction
to perceived performance and adjust the allocation dynamically.

To this end, we propose an estimation mechanism that is based
on analyzing the interaction between user behavior and network
performance. This approach can dynamically adjust resource
estimations when QoS requirements change. Our simulation-
based experiments demonstrate that the proposed approach
can satisfy user performance requirements through appropriate
resource estimation. Moreover, our approach can adjust resource
estimations efficiently and accurately.

Index Terms—Virtual Network Embedding; Resource Alloca-
tion; Network Virtualization; Traffic Equilibrium; Quality of
Service.

I. INTRODUCTION

Although the Internet has been a tremendous success in
providing a variety of (packet-delivery based) services, the
Internet’s rapid growth and deployment have also become
obstacles to modification of its current architecture and adop-
tion of new protocols. Specifically, due to the coexistence
of multiple ISPs, such modifications require their mutual
agreement. However, given their conflicting policies and goals,
ISP agreement is hard to achieve.

Network virtualization is viewed as a potential approach to
overcome the ossification problem of the Internet [1]. In a
network virtualization environment, several virtual networks
(VNs) with heterogeneous resources can coexist over a shared
physical infrastructure. Service providers can create their own
VNs by leasing resources from infrastructure providers and
offering customized end-to-end services without significant
modifications to the physical infrastructure [2, 3]. That is, one
advantage of network virtualization is that VNs can satisfy a
variety of customized requirements.

When service providers generate VN requests, they can
specify resources for every virtual node and link. Thus, when
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a VN embedding process maps a VN request onto specific
physical nodes and links in the substrate network, it must result
in satisfaction of constraints on virtual nodes and links.

Since substrate resources shared by VNs are finite, the VN
embedding problem is one of the fundamental challenges in
network virtualization. That is, an efficient VN embedding is
necessary to increase resource utilization. However, the VN
embedding problem has been proven to be NP-hard (in offline
and online scenarios [4, 5]).

A. Current Approaches

Addressing this problem has been an active area of research,
with a number of heuristics having been proposed, e.g., [6—
15], where some of the works restrict the problem space in
order to enable efficient heuristics and reduce complexity.
These limitations include: (i) considering offline versions of
the problem and assuming all virtual network requests are
known in advance [9, 10, 12]; (ii) assuming that resources are
unlimited without the need for admission control [7, 9, 12];
and (iii) focusing on specific topologies [9].

Fan et al. [7] focus on finding optimal reconfiguration
policies that can minimize cost. Lu et al. [9] focus on a
family of backbone-star topologies and aim at finding the
best topology. Szeto et al. [10] use the multi-commodity flow
algorithm to solve the VN embedding problem. The works
in [6, 8, 11] do not restrict the problem space and consider
link and node constraints together with admission control
mechanisms. All of these works [6, 8, 11] consider the online
version of the problem.

Yu et al. [11] propose a two stage mapping algorithm
based on shortest path and multi-commodity flow algorithm.In
addition, they allow path splitting and migration. Lischka and
Karl [8] consider node and link mapping in one stage. Their
approach is faster than the two-stage approach, especially for
large virtual networks with high resource consumption.

Such works assume that VN requests indicate the exact
amount of required resources (e.g., “the capacity of a link
between two nodes should be 10 Mbps”). Then, heuristics are
designed to achieve objectives defined from the perspective of
infrastructure providers, e.g., balancing load [6, 12], maximiz-
ing revenue [6, 8, 11], and minimizing cost [6-9].

However, from the perspective of service providers, the
main concern is having sufficient resources to support a certain
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level of service quality. Existing efforts are not concerned with
this, i.e., they do not consider what resources are required
to support a needed quality of service (QoS), which is an
important consideration for service providers.

B. Our Alternative Formulation

To this end, this paper proposes an alternative approach -
namely that of considering QoS as a constraint. That is, when
VN requests are made, service providers should be able to
use the minimum required QoS as constraints of that request,
rather than the amount of resources needed. It is typically
not straightforward to determine the amount of resources that
should be requested in order to satisfy a desired level of QoS.
Thus, we reconsider the problem in this light.

There are three roles in virtual networks: infrastructure
providers, service providers, and customers, where each role
has different goals:

o Infrastructure providers typically focus on balancing the
load, maximizing revenue, and minimizing cost.

o Service providers typically focus on maximizing revenue
(e.g., by supporting as many customers or requests as
possible); they are the intermediaries between customers
and infrastructure providers.

o Customers typically focus on quality of service, such as
downloading time (in file downloading applications) or
bit-rate (in video viewing applications).

Previous efforts largely focus on infrastructure providers. Our
work also includes a focus on service providers as well as
customers. Specifically, in contrast to previous efforts, we
consider and focus on the use of QoS as a constraint in the
VN embedding problem.

In this paper, we consider two types of services, web
and videos (e.g., YouTube [16]). These two types of traffic
correspond to more than 60% of the Internet’s traffic in North
America [17]. As mentioned above, from the perspective of
service providers, revenue maximization is an important goal.
Several metrics can be used to evaluate revenue.

For example, service providers can measure how many cus-
tomers they can support or how many requests (connections)
can be completed over a certain time period. In this paper,
we use connection completion rate as our QoS constraint,
i.e., when generating a VN request, service providers would
specify a desired connection completion rate.

Since connection completion rates are affected by net-
work conditions and user behavior, service providers should
consider these two factors when requesting resources for a
specific connection completion rate. The difficulty with using
connection completion rates for provisioning is that users react
to QoS, so their demand becomes a moving target.

To model this user reaction, Tay et al. [18] decompose traffic
equilibrium into user demand and network supply and then
apply this model to web traffic. The user curve and network
curve intersect to determine traffic equilibrium. We adopt their
model and extend it to support video traffic by considering
different user behavior characteristics.
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C. Our Contribution

Our contributions in this paper can be summarized as
follows. Unlike previous efforts, we focus on the use of QoS
as a constraint in the VN embedding problem. We develop
models and corresponding techniques that allow determination
of resource amounts needed to satisfy QoS constraints.

In this paper, we adopt the model proposed in [18] and
extend it to video traffic by considering different user behavior
characteristics (see Sec.III-A).

Moreover, in Sec.IlI-B, we develop a corresponding mecha-
nism to estimate traffic equilibrium when different link capac-
ities are given. The mechanism allows infrastructure providers
and service providers to determine the amount of resources
needed to satisfy QoS constraints (e.g., connection completion
rate) efficiently, particularly when user behavior and QoS
constraints change dynamically.

In addition to connection completion rate, we also consider
QoS metrics from the perspective of customers (e.g., bit-
rate). We propose an algorithm which estimates the amount
of resources needed by considering multiple QoS constraints
simultaneously. In Sec.III-C, we demonstrate how our ap-
proach can be used by infrastructure providers by offering
them insight into efficient resource mapping in a network
virtualization environment.

Our extensive validation results demonstrate that our es-
timation mechanism is accurate (see Sec.IV). Our proposed
approach is orthogonal to (and can be combined with) existing
efforts (see Sec.V).

II. BACKGROUND

In this paper, we adopt the traffic equilibrium analysis
model for web traffic proposed in [18]. For completeness
of presentation, we first provide a summary of background
information needed in the remainder of this paper; for clarity
of presentation, several figures are reproduced here (the cor-
responding figures in [18] are noted accordingly). We present
our proposed model in Sec.III.

Tay et al. consider traffic equilibrium as a balance between
an inflow controlled by users and an outflow controlled by the
network (e.g., link capacity, congestion control, etc) [18]. That
is, the number of active connections is controlled by users,
where the network conditions affect how fast a connection can
be completed. Since users react to congestion, the interaction
between users and the network form a loop:

1) TCP’s control mechanism reduces congestion window
due to network congestion.

The reduced congestion window causes downloading
time to increase, so users may generate fewer connec-
tions or abort connections.

User reaction reduces the number of active connections
and, consequently, TCP increases transfer rate per con-
nection.

The increased downloading rate encourages users to
launch more connections, thus causing congestion to
increase, looping back to 1 (above).

2)

3)

4)
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Fig. 1. Surfing session model (corresponds to Fig.3 in [18]).
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Fig. 3. Two submodels: a user curve and a network curve (corresponds
to Fig.5 in [18]).

This loop makes it hard to reason about the shift in an
equilibrium when there is a flash crowd, or some link breaks.

Tay et al. use a surfing session model for user behavior, as
depicted in Fig.1; it is assumed that the session arrival rate,
T'sessions 15 independent of network congestion because users
are unaware of network conditions until they arrive.

In each session, a user generates requests, e.g., by clicking
on hyperlinks, buttons, etc.' r.;.. is defined as the click rate.
Each click may launch multiple responses, and the traffic sent
to the user is termed a download. For simplicity, we use
the terms download and connection interchangeably in what
follows.

After a click, a user waits for download completion
(wait-state is Fig.1). When the user enters the wait-

"Typing in a URL is also regarded as a click.
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state, two different cases are possible, wait—abort state
and wait-complete state, i.e., if the downloading time is
too long due to network congestion, the user may decide to
abort the download. The probability of aborting a download
iS Paport. After the user aborts a download, it may retry again
with probability p;.c¢-,. Otherwise, it quits the session with
probability ¢reiry = 1 — Ppetry. If the user completes the
download, it enters the think state (when viewing down-
loaded content). Then, it may click (generate another request)
with probability p,e.: or finish the session with probability
qnext = 1- Prext-

Focusing on the wait-state (in Fig.2), k is defined as the
average number of ongoing concurrent downloads in the wait-
state. This k is a measure of network congestion.

The wait-state is decomposed into a wuser — network
model (depicted in Fig.3). This model includes a user demand
curve r;, and a network supply curve r,,:. The user curve
represents the relationship between the unaborted click rate
and the congestion level &, and the network curve describes
the relationship between the rate of completed downloads and
k. The decomposition in Fig.3 gives

(]- - pabort)rsession

Tin = (1)
1- pretrypabort - pnemt(l - pabort)
and 5
T = 2
out Pabort T + Scompleted ’ @)
T—Pabors - abort brep

where Typort, brop, and Scompieted are the average time spent
in the wait—abort state, the average bandwidth provided
by TCP for a download, and the average size of a completed
download, respectively. These two equations describe a pair of
user and network curves that determine the traffic equilibrium
where they intersect (see Fig. 5(a)).

Analyzing how a flash crowd affects the equilibrium thus
reduces to examining how the user curve is affected. Similarly,
analyzing the impace of a link failure reduces to examining
how the network curve moves. We thus break the feedback
loop illustrated earlier for TCP.

III. PROPOSED MECHANISM

Below, we extend the traffic equilibrium analysis model
to video traffic (see Sec.IlI-A). Moreover, based on the
traffic equilibrium analysis model, we design a mechanism
to estimate the amount of resources needed to satisfy QoS
constraints (see Sec.III-B). We then demonstrate how infras-
tructure providers can use our mechanism (see Sec.lII-C). We
present the evaluation of our mechanism in Sec.IV.

A. Traffic Equilibrium Analysis Model Extension

The work presented in [18] only considers web traffic. We
now extend the model to videos by considering different user
behavior characteristics. In this paper, we use YouTube [16] as
an example of video traffic. YouTube provides video sharing
services and allows users to upload videos of up to 15 minutes



in length.> We also describe how to apply our model to long
videos (e.g., movies).

In web services, a user aborts a download mostly because
it is slow. In video sharing services, however, a user may
abort a download for other reasons. Gill et al. have studied the
YouTube system and found that approximately 24% of video
downloads were interrupted [19]. They argued that there were
two main reasons for users to abort connections before the
video ended: (1) poor performance due to slow downloading
rate (i.e., as in web services); (2) poor content quality (e.g.,
video content is uninteresting, or video resolution is low).

Because user behavior is different in video sharing services,
the model described above cannot be applied directly, and
the two cases described above need to be reconsidered. We
define p,q. as the probability that the downloading rate of
a connection is too slow and pguaiity as the probability that
users abort a connection because of poor content quality, even
if the downloading rate is fast. Then, pYi9° in video sharing
services can be given as:

video

Pabort = Prate + 3)

This equation gives the user curve a shape that is different
from the one for web traffic (compare Figs. 5(a) and 5(b)).

We assume pretry is the same, whether users abort a con-
nection due to having a poor rate or poor quality. Therefore,
we can simply replace pgpor+ in Eq.1 by p%‘gi‘;, which can be
calculated using Eq.3. Then, the equation for the user curve
(rin) for web services (Eq.1) still works for video sharing
services.

We also define 7., as the average amount of time users
wait before aborting a connection because of slow download-
ing rate, and Tyq14ty as the average amount of time users wait
before aborting a connection because of poor content quality.
By Little’s Law, the value of k is

(1 — Prate )pquality

k :[prateTrate + (1 - prate)pqualitquuality
id
+ (1 = paport
where teompieted 18 the average amount of time spent in the

wait-complete state. Then, the equation for r.;. in video
sharing services is:

)tcompleted] Telick,

Telick =

k
PrateTrate+(1=Prate)Pauatity Tquatity +(1—pLites

Vcompleted
and the equation for the network curve, 7,,¢, is:

video

Tout = (1 - pabm«t)rclick (4)
k
" Drate (1=prate)Pquality ) Scompleted ’
Tppideg Lrote T e Toatiey £ 500

Scom;
where tcompleted = %l:d

Again, this equation gives the network curve a shape that

2By default, YouTube allows users to upload videos that are 15 minutes
long. If users want to upload videos that are longer than 15 minutes, they
have to verify their accounts. In this paper, we use the default setting.
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is different from that for web services (see Fig. 5).

The above assumes that users will view the entire video, if
they do not abort a video download. Since more than 75% of
videos on YouTube are within 300 seconds [20], we believe
that this assumption is reasonable. However, this assumption
may not be valid when considering Video-on-Demand (VoD)
services that provide long videos, such as movies.

Yu et al. have studied user behavior in VoD systems [21],
where a typical file is roughly 100 minutes in length. They
found that more than 75% of sessions were terminated within
25 minutes. Most of the users just scanned through videos
rather than watched the entire movie. In such a case, we can
use a threshold to define what is a completed connection. If
a connection is killed after this threshold is reached, then we
consider this kill as not an abort. The threshold can be defined
in terms of time, fraction of video length, etc.

Moreover, compared to short video sharing systems, user
behavior in VoD type systems is more complicated, e.g., users
may seek forward or backward while viewing a movie [22].
Such user behavior may change time spent viewing a video.
In our model, the time users spend viewing a video is required
information. Thus, given such information, our model can be
applied to long videos.

An important consideration in this paper is that users
do react to network congestion. It is a reasonable model
for web and video traffic when users are monitoring their
session’s progress. However, when users download a large
file, such monitoring may not occur (they may take a break,
do something else, etc). Tay et al. have studied such non-
reactive connections and found that such traffic may cause a
loss of equilibrium and induce a performance collapse [18].
We therefore assume there is a separate mechanism (e.g.,
admission control) for dealing with non-reactive flows, and
focus only on reactive connections in this paper.

B. Performance Estimation Mechanism

In this paper, we consider service providers as well as
customers. We have described the traffic equilibrium analysis
model for web and video traffic above. This model is based
on a user — network model that separates user and network
behavior into two curves, and the traffic equilibrium occurs
where these two curves intersect. We use connection com-
pletion rate at the equilibrium point as a QoS metric from the
perspective of service providers. In Section III-B1, we develop
a mechanism to estimate the amount of resources needed to
satisfy such a QoS constraint. Then, in Section III-B2, we
propose an algorithm for estimating the amount of resources
needed when different QoS constraints are requested.

1) Connection Completion Rate: To calculate the connec-
tion completion rate, we would need to know user behavior
characteristics and network conditions. For example, user ar-
rival rate in the daytime is typically higher than at night. Thus,
to maintain the same QoS, infrastructure providers should
allocate more capacity in the daytime. Moreover, service
providers may make requests for higher QoS. For example,
when service providers release new services or new videos,
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they may expect a higher connection load from customers.
If the necessary information is not available (e.g., initially),
traffic conditions need to be measured. However, since network
equilibrium changes with time, it is not efficient to measure
traffic conditions continuously.

One possible approach for infrastructure providers to cater
to changing demands of customers and service providers is
to increase capacity gradually and then check whether the
assigned resources can satisfy the QoS requirements. Although
straightforward, this method is inefficient and slow. We there-
fore use our demand/supply model to develop a mechanism
that can estimate the amount of necessary capacity based on
measurement data collected by infrastructure providers.

We note that each VN can run its own services. Because
user behavior differs from service to service, we assume that
the data used for estimation purposes must be collected from
the same type of service, e.g., data collected from web services
should not be applied to video services. Since, in their basic
construction, the models presented above are similar, we use
the model for web traffic as an example to demonstrate the
proposed mechanism.

Recall that the traffic equilibrium is a balance between an
inflow controlled by users (Eq.1) and an outflow due to the
network (Eq.2). We can classify parameters in Eq.1 and Eq.2
into three categories based on what causes them to change:

e USCI: Paborts T'sessions Pretrys Pnexts Tabort’ k

o network: brop, k

o application: Scompieted
Because data are collected from the same service, we can
assume that Scompieted and Toport are unchanged3. Since users
do not know network conditions before they arrive, we can
assume that 74450, remains constant over a time window.
The analysis of collected traces in [23] indicates that p,.c¢,.y is
fairly constant and that p,.,; can be represented as a function
of Paport- Therefore, our proposed mechanism focuses on the
relationship between puport, k, and brop.

The first step is to determine the relationship between k and
brop. Recall that bpop is the average bandwidth provided

3The change in Typor¢ (depending on time of day) is a slow change that
can be measured leisurely (e.g. offline). Within the time granularity of a
connection, T+ can be considered constant. Value of content can determine
abort time; this would make abort time a random variable, where we would
use the average value, Typor¢, Of this random variable.

(b) Pabort VS. k

Relationship between average TCP connection bandwidth b7 p, average number of concurrent downloads k, and p,o,+
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(€) Pabort Vs. brep

by TCP for a download, and k is the number of concurrent
connections.When k is 1, bpcp will be the throughput of
that connection. Altman et al. [24] and Barakat et al. [25]
have studied TCP throughput in single-hop and multiple-hop
paths, respectively. Thus, we can calculate TCP throughput of
a connection based on the path type.

However, the TCP throughput calculated by [24] or [25]
is an ideal value. Reaching the ideal value requires a large
enough maximum congestion window size. If the maximum
congestion window size is small, we can estimate TCP
throughput by using 1‘9%%” where W,,, is the maximum con-
gestion window size and RTT is the round trip time [26]. We
define thrp'de as the TCP throughput calculated by models
proposed in [24] and [25]. We can then have the following

equation of TCP throughput, thrp:

W"L
) ﬁ)
When k increases, the value of bycop is determined by the
capacity C of the virtual link. We therefore have

thrp = min(thrp'®e®!

thrp ,if thrpxk <C
brep = %)
g ifthrpxk>C

Fig.4(a) illustrates Eq.5, using data from ns2 simulations [27].
In this example, C' is 2 Mbps, and users abort a connection if
the connection cannot be completed within 20 seconds.

Users will react to network congestion: When brcop de-
creases, papor+ Will increase. It is difficult to determine their
relationship directly. Since Eq. 5 already relates brop to k,
we can relate puport t0 brop through k instead. There are
tools (e.g., [23]) that can extract information from traffic
measurements for expressing pgport in terms of k. Fig.4(b)
illustrates such a relationship using simulation data.

Given these relationships (brcp-k and papori-k), we can
determine the value of pgpo-e for different bpop. Fig.d(c),
derived from Figs. 4(a) and 4(b), is an example illustration
of the relationship between pgpor: and brcp. We can think
of this relationship as representing how users react to network
congestion. When a connection can be completed with a rea-
sonable downloading time, users will not abort the connection.
However, when network congestion becomes worse and bycp
becomes small, users may become impatient when waiting for



Algorithm 1 Calculation of the minimum amount of
capacity needed to satisfy multiple QoS constraints simul-
taneously.
1: QoS Requirement 1 (R1): connection completion rate
: QoS Requirement 2 (R2): bit-rate
: //R1 and R2 are evaluated by intersecting the
: /luser curve (Eq.1) and network curve (Eq.4); see Fig. 5
: /lassumes there is a feasible solution for capacity
: C‘low — len
: Chigh — 2% Cmin
: while true do
if Rl(Clow) AND RQ(CZOH,) then
10: return C,,,
11 else if R1(Chign) AND R2(Cigp) then

Rl B R e i

12: if LC“’“’ < ¢ then
13: return Chigh

14 end if

15: Ctemp «— W
16: if R1(Ciemp) AND R2(Ciepnyp) then
17: Chigh — Ctemp

18: else

19: Cirow  Cremp

20: end if

21:  else

22: Clow — Chigh,

23: Chigh + 2% Chign

24:  end if

25: end while

connection completion. From Fig.4(c), we can see that paport
increases dramatically when byrcop decreases.

After determining the relationship between brcp and paport
based on existing data from earlier measurements, we can use
it to estimate QoS in an offline manner. For example, when
service providers ask for higher QoS, infrastructure providers
can use our mechanism to estimate the corresponding amount
of resources needed in an offline manner. They can select
a new capacity of the virtual link, C', and calculate the
corresponding brcp and papor+ based on existing data from
earlier measurements. They can then plot the user and network
curves, using Eq.1 and Eq.2; the intersection point (Fig.5)
gives the connection completion rate.

Next, they can change the value of C' iteratively, until they
find the new traffic equilibrium that satisfies the QoS require-
ment. Resources can then be assigned to service providers
based on estimated results. This approach allows infrastructure
providers to avoid having to take more of an online approach
(in contrast to the offline approach described above), i.e., they
can avoid having to increase resources gradually and measure
traffic continuously.

2) Multiple QoS Constraints: Above, we gave an approach
for estimating the amount of resources needed to satisfy
connection completion rate requirements. However, from the
perspective of customers, different QoS metrics may be of
interest, such as downloading time (in file downloading appli-

cations) or bit-rate (in video viewing applications). In order to
attract customers, service providers need to consider multiple
QoS constraints simultaneously.

As an example, we use video services and consider two QoS
constraints, connection completion rate and bit-rate, from the
perspective of service provider and customers, respectively.
We design an algorithm to calculate the amount of resources
needed to satisfy multiple QoS constraints.

The equation of the network curve for video, 7, is derived
in Eq.4. Initially, we assume there is no user reactions and all
probabilities in Eq.4 are 0. In such a case, the equation of the
network curve is 7o = s . Then, we replace brcp

complefad
brcop

by ¢ T where C is the capacity of a link, and the equation of
the network curve is 7., = Scompzete .

If the connection completion rate requested by service
providers is 74, the amount of resources needed should be at
least C'yyin, Where Copin, = Trate *Scompleted- Then, we can use
Algo.1 to calculate the amount of resources, Chrequired, that is
needed to satisfy multiple QoS constraints (file throughput and
the video bit rate). The idea here is to set bounds C},,, and
Chign for link capacity and iteratively adjust them, to converge
on a value C that satisfies the QoS requirements®.

In Algo.1, Eq.1 and Eq.4 are used to determine the user
and network curves; the intersection point (Fig.5) gives the
connection completion rate (which corresponds to R1 in
Algo.1), while the equilibrium £ value determines bycp (EqQ.5)
(which corresponds to R2 in Algo.1).

C. Virtual Network Embedding

We presented the traffic equilibrium analysis model in Sec.Il
and Sec.III-A and proposed our estimation mechanism for the
amount of resources in Sec.III-B. In this section, we explain
in detail how infrastructure providers can use our mechanism
to calculate the amount of resources needed.

Here, service providers can ask for a certain QoS (e.g.
connection completion rate) instead of the amount of re-
sources (e.g. capacity) in virtual network requests. Infrastruc-
ture providers need to estimate the amount of resources which
should be assigned to satisfy the QoS specifications. Moreover,
the infrastructure providers should also be able to modify
resource allocations dynamically. Our mechanism allows in-
frastructure providers to efficiently estimate the amount of
capacity necessary to satisfy such requests, based on existing
data from earlier measurements.

However, there is a requirement for our resource estimation
mechanism: infrastructure providers should have measured
Paborts T'sessions Pretrys Pnexts Taborts bTCPa ki, and Scompleted
for a particular application. If infrastructure providers do not
have such data, they cannot use the estimation mechanism
proposed in Sec.III-B. To address this issue, we propose an
iterative approach.

Suppose the service provider specifies a value for connec-
tion completion rate 7,.4¢¢, and the infrastructure provider must

“In Algo.1, we assume there is a feasible solution for capacity. If a feasible
solution does not exist, infrastructure providers would reject this request.



determine the capacity allocation C' for the corresponding
virtual link. The infrastructure provider has to collect data to
compute Tsession, brop, k, and Scompieteq. Since they do not
have data on user behavior at the beginning of this process,
they initially set all probabilities to 0, and use a lower bound
C' = rrate * Scompleted, as in Sec.III-B2. After collecting suf-
ficient data for pubore, Laport, €tc., the infrastructure provider
uses collected data to calculate the user and network curves
and adjust C' accordingly, as in Algo.1. This can be repeated
if better estimates of user behavior data become available.

IV. EVALUATION
A. Evaluation Environment

We use measurement results from [28] to generate a sub-
strate network topology. In [28], Spring et al. designed Rocket-
fuel, a mapping engine, to measure router-level ISP topologies.
We use the Tiscali topology of the Rocketfuel’s trace. The
topology has 276 nodes and around 400 links, a scale that
corresponds to a medium-size ISP. The link capacities follow
a uniform distribution from 40Mbps to 200Mbps.

We consider two services, web and video. For web services,
each download transfers thirty 536-byte packets, and 1ppor¢ 1S
20 seconds. The settings are the same as used in [18]. For
video services, the file size of a video is 10 MBytes. T4t
and Tyyai4ty are 6 minutes and 30 seconds, respectively. These
settings are based on measurement results in [19].

We use the ns-2 simulator [27] to evaluate the network
curve. We determine p,p0-+ from the network curve simulation.
We randomly select two end nodes from the Tiscali topology
to form a path. We consider the path as a virtual link between
these two nodes. Then, we use dumbbell configurations with
k sources sending data to k destinations over this virtual link,
where the & sources are attached to one end node, and the &
destinations are attached to the other node. Although there is
only one topology in the experiments, traffic is generated over
multiple virtual links, with each link having its own topology.

To maintain k£ concurrent connections, all sources are in
busy states all the time. After we determine pgpor¢, the user
curve (Eq.1) can be plotted as follows: In [18], collected traces
are analyzed and p,.s, is found to be close to 0.97. We can
then use pgpor: determined from the network curve simulation
and do a linear regression fit to determine pjeqt-

We give examples of user/network curves for web and video
traffic in Fig.5(a) and Fig.5(b), respectively. In Fig.5(a), the
T'session 18 fixed at 0.4, and we use two capacity setting for web
traffic: 1Mbps and 2Mbps. Fig.5(a) demonstrates that different
capacities result in different connection completion rates when
the network traffic reaches equilibrium. As expected, the
connection completion rate increases as the capacity increases.

In Fig.5(b), the capacity of a virtual link for video traffic is
30Mbps. We use twWo 7session Values: 0.02 and 0.03. In this
example, when 7,550, Increases, the connection completion
rate at equilibrium decreases. Therefore, to satisfy the same
QoS requirement, infrastructure providers should increase the
capacity. Fig.5 demonstrates that network conditions (e.g.,
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capacity) and user behavior (e.g., 7session) affect the network
equilibrium.

B. Accuracy of Performance Estimation Mechanism

We presented our performance estimation mechanism in
Sec.III-B. Here, we evaluate its accuracy. As mentioned above,
measurement data is necessary to carry out the estimation
mechanism. We collect data from ns2. The capacity for web
traffic and for video traffic is 1Mbps and 20Mbps, respectively.
We use this data as measurement data in the estimation
mechanism.

First, we fix the value of 74.55i0n for web and video traffic
and use different connection completion rate requirements to
simulate service providers changing QoS requirements. For
web service, the maximum r,,; value is about 8, so we pick
a QoS value uniformly at random between 4 and 80 for the
connection completion rate; for video service, the maximum
Tout value is about 0.25, and we similarly pick a QoS value
between 0.2 and 2.

To satisfy this changing QoS, an infrastructure provider
should be able to allocate capacity dynamically. When a
connection completion rate is given, we determine the esti-
mated capacity, gmodel using our mechanism; we use ns2 to
determine the actual amount of capacity needed, C*"_ Then,
we compare C™°4¢l with C'*"™ and calculate the error rate =

00_70” . The average error rate is presented in Fig.6.

We then fix the connection completion rate (QoS) require-
ment and change the values of 7rg¢gsi0n. This scenario simu-
lates the case where the user arrival rate changes dynamically.
For web service, rsession 1S selected uniformly at random
between 0.2 and 2; for video service, Tsession 1S Similarly
chosen between 0.01 and 0.1. The infrastructure provider
has to adjust resource allocation to satisfy the fixed QoS
requirement despite the changing rgession We calculate the
error rate and depict the results in Fig.6.

Fig.6 shows that our mechanism can estimate the amount
of resources needed accurately in both scenarios. In this
evaluation, we only use measurement data corresponding to a
particular capacity for each service. If infrastructure or service
providers have multiple sets of measurement data (e.g., data
measured from different bandwidth capacities), they should be
able to improve accuracy.

C. Robustness: Effect of Link Delay and buffer Sizes

Infrastructure providers use our mechanism to estimate
the amount of resources needed. Till now, the main link
information used in this paper is link capacity. Since the data
measurements can be collected from different links, we need to
consider the different possible settings of each link (e.g., RTT
and buffer sizes). Here, we evaluate the impact of link delay
and buffer sizes on our performance estimation mechanism.

We use web traffic as an example. The default settings are:
capacity of 1Mbps, link delay of 20ms, and buffer size of 50.
We increase link delay to 40ms in the first experiment, and
we increase buffer size to 100 in the second experiment. Then,
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and the network supply (Eq.2) curves intersect. Notice how the curves differ in shape

between (a) and (b).

we observe the network equilibrium under different settings.
The results are depicted in Fig.7 where 5550 1S 0.4.

Fig.7(a) shows that link delay affects the network curve
when the number of concurrent connections is small, because,
in this case, bycop is dominated by RTT (Eq.5); when the
number of concurrent connections is large enough, brop is
determined by bandwidth capacity, rather than RTT. Moreover,
the user curves are almost the same and are not affected by
link delay. Thus, variability in link delays does not affect the
network equilibrium significantly.

Fig.7(b) shows that buffer sizes affect the network curve
when the number of concurrent connections is large, because
packets experience longer queuing delays. When congestion
starts, long queuing delays make the situation worse, so the
network curve decreases more rapidly. Nonetheless, the con-
nection completion rate at equilibrium is robust with respect
to congestion level.

To evaluate the effect of link delay and buffer sizes on our
mechanism, we randomly select path ¢ from our topology and
collect traffic data from this path. Then, we randomly select
50 paths which have different link delays and buffer sizes and
assign different QoS requirements to each of them. We use the
data collected from path ¢ to estimate the amount of resources
needed for these 50 paths. We also collect traffic data from
the 50 paths. We compare the estimation results based on data
collected from path ¢ with the actual measurement results from
the 50 paths. The resulting average error rate is less than 10%
(in Fig. 8).

In summary, the results demonstrate the robustness of our
mechanism with respect to variability in link delays and buffer
sizes.

D. Heterogeneous User Behavior and File Sizes

In the experiments above, we use homogeneous user behav-
ior and file sizes. The values of Toport, Trates Lyuatity, and
file size are fixed. However, in real systems, user behavior and
file sizes are heterogeneous. Here, we evaluate the accuracy
of using average values in estimating performance under
heterogeneous environments.

We now describe the settings of the homogeneous and the
heterogeneous environments.
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+ Homogeneous: For web services, each download trans-
fers thirty 536-byte packets, and Typ0rt is 20 seconds.
For video services, the average file size of a video is 10
MBytes. T;.qte and T}yq14ty are 6 minutes and 30 seconds,
respectively.

« Heterogeneous: For web services, the number of packets
each download transfers follows a uniform distribution
from 25 to 35. The size of each packet is 536 bytes. Typort
follows a uniform distribution from 15 seconds to 25
seconds. For video services, the video file size follows a
uniform distribution from 5 MBytes to 15 MBytes. T}t
and Tjyaiity also follow uniform distributions, where
T'qte varies from 5 minutes to 7 minutes, and Tguatity
varies from 20 seconds to 40 seconds.

We give examples for each traffic type in Fig.9(a) and
Fig.9(b). The capacity for web and video traffic is 1 Mbps and
30 Mbps, respectively. From Fig.9, we can observe that the
performance of these two settings is almost the same when the
number of concurrent connections is small. When the number
of concurrent connections becomes large, the performance of
the heterogeneous setting is worse than the performance of the
homogeneous setting. This is not unexpected, as the variability
in the heterogeneous setting (as compared to the homogeneous
one) likely results in degraded performance.

We then use the same settings used in Sec.IV-B to verify
the accuracy of our mechanism. We vary the connection
completion rate (QoS) requirement and the values of 7ession-
The results are shown in Fig.10.

Compared to Fig.6, the error rate of using average values to
estimate performance under heterogeneous settings is higher.
However, the error rate increases only by about 2%. The results
demonstrate that our mechanism still can estimate the amount
of resources needed accurately (with a less than 10% error) in
the homogeneous and the heterogeneous environments.

V. DISCUSSION

Resource Estimation at Service Providers: Here, we dis-
cuss how service providers can use our mechanism. Previous
work assumes that service providers will ask for a specific
amount of resources when they send infrastructure providers
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a virtual network request. However, previous work does not
explain how to calculate the amount of resources needed and
does not consider how to satisfy QoS requirements. Thus, our
approach can complement previous efforts. Specifically, when
service providers want to create a new virtual network, they
can define the minimum QoS which should be achieved. They
can then calculate the required capacity allocation. Then, they
can send infrastructure providers VN requests and ask for that
resource amount. Infrastructure providers can then use other
approaches (e.g., [6, 8, 11]) to assign resources.

However, there is a limitation when service providers use
our mechanism. In our mechanism, br¢ p equals TCP through-
put of an isolated connection when the number of concurrent
connections is low (Eq.5). There are several factors that can
affect TCP throughput, such as RTT and buffer sizes. Since
service providers do not know which physical paths will
be assigned, the only information they have is the capacity
of the virtual link. Other network information (e.g., RTT
and buffer sizes) is typically unavailable. Therefore, in our
mechanism, the equation used by service providers to calculate
brep is % This estimation of brcp does not affect our
mechanism significantly. Service providers can monitor QoS
metrics. If service providers realize that their QoS isn’t being
satisfied, they can adjust their request for resources, made to
infrastructure providers.

Network or application configurations: In this paper,
we do not focus on any particular configuration for specific
services or customized protocols. However, today, some ser-
vice providers tune TCP to improve their performance. For
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instance, Google modifies TCP on their routers for better per-
formance. Some applications may open multiple connections
to reduce downloading time. Moreover, Dobrian et al. find that
buffering algorithms in video services have an impact on user
engagement [29]. These configurations may change network
equilibrium by affecting the network curve or the user curve.
Since our approach focuses on a generic case, such issues are
outside the scope of this paper and are part of future efforts.

Combining with existing efforts: A number of heuristics
have been proposed to address the VN embedding problem.
Such work assumes that VN requests indicate the exact amount
of resources required. Our approach can be combined with
these efforts to estimate the amount of required resources.

In [11], Yu et al. propose two mechanisms to simplify
virtual network embedding: i) split a virtual link over multiple
substrate paths and ii) path migration. These mechanisms have
also been considered in [8] and [6].

However, there is no conflict between our approach and
path splitting and migration mechanisms, and our approach can
also be used together with these mechanisms. We described
how to use our mechanism at the infrastructure provider side
in Sec.III-C and at the service provider side above. If path
splitting and migration are allowed, our mechanism can be
used by the infrastructure provider only.

We believe that service providers should ask for specific
QoS requirements, rather than for specific capacity. The ratio-
nal for this is that the sum of QoS metrics obtained from
split paths may not be equal to the QoS achieved on a
single path. Because service providers do not know whether



infrastructure providers will split paths or not, it is difficult for
service providers to ask for appropriate amounts of resources
to achieve their QoS goals.

Therefore, service providers should send infrastructure
providers virtual network requests with QoS requirements
instead. The goal of infrastructure providers would then be
to make sure that the QoS achieved over all paths can satisfy
these QoS requirements.

VI. CONCLUSIONS

We introduced an alternative direction for VN requests,
namely that of using QoS as constraints. In contrast to previous
efforts that assume a VN request will indicate the amount of
resources needed, we suggested that service providers can use
QoS as constraints when generating VN requests.

We focused on two popular services, web and videos,
and proposed an allocation mechanism based on analysis of
interaction between user behavior and network performance
in different services. This mechanism can be used to estimate
the amount of resources needed. It can also dynamically adjust
resource allocations.

Our simulation-based experiments demonstrate that the
mechanism can satisfy QoS requirements through appropri-
ate resource allocation. Moreover, our approach can adjust
resource allocations efficiently and accurately.
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