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Absiract  Recent efforts at achieving reliability in distributed exists a Byzantine agreernent protocol that, can tolerate % failures if

computing indude the incorporation of Fanlt-tslerence into systern and only if n23%+1. This is true despite relavalion of the
) software, such as routing tebles, and the introduction of extra mquirements to Weak [7), Cruseder [2], and A pproximate
) ) software to mask processor failures, such as Byzantine agreerrent, agreement [4]. It is also bue for asynehronous agreernent, if
? A set of 7 processors running software that can tolerate % faults authentication is allowed [1]. - Byzantine agreernent protocols have
. is called a (k,n)-resifient system. Most {k n}-resilient systems been used for distributing input in replicated computing [14], and

bave 2 higher probebility of failure in the long run, and a smaller for cormmiting trensactions in distributed databases [10]
. mean trme-to-failure, than ore processor. - Further, large systems The third example is a protocol that finds routes through a
f feil in & very well-defined period, and ey feil very quickdy if  is network of vnrelisble processors, Using authenticated TIessages,
5 more than linearin k.

1 Introduction

Processors have a nonzero probebility of faling, Recently,
there has been considerable interest in the design of distributed sys-
terns thet cen tolerate processor failures, This feult-tolersnce is
somelimes achieved by incorporating it into the software, and
sometimes by adding software,

The simplest example is mejority voting, where n processors
- performn the sarre computation and vole on the result  Faulty o~
Cessors are outvoted by the nenfaulty ones as long as n2 2k +1,
Where % is the number of faulty processors {There is also a
ok synchronization protocol for n2 2k +1 in [8].)

The second example is Byzantine sgreement [9], where n
nechronous and unrelizble processors try to agree on a value
- trough unanthenticated messages., It is known [11] thet there
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the protocol finds a set of routes from a sender o & receiver such
that p of these routes do not, contain falty nodes Such a proto-
cal is given in [5] for nz 3% +p.

The fourth exbrmple again concerns setting up routes through
a networls of unreliable processors,  In the previous exarrple, the
network is chenging, with old links broken and new ones added.
The set of paths from a sender to & receiver must therefore change
with the network In this example, however, the problem is to
consiruct a fault-tolerant nebwork with a fized routing table for a
given set of processors.  For each sender-receiver peir, the teble
gives a set of routes, so thet, if the sender sends copies of a mes-
sage through these routes, the receiver will get a vopy as long as
vne of the routes is nonfaulty. A network for =26+ is given by

[3].

W e call the s=t of processors, together with the fault-tolerant
software they np, the sistern Henee, in the second example, the
processors end the Byzantine sgresrnent proteco} form the system ;
i the fowth exemple, the processors and the routing tabie form
the systemn. We say a system is (kn)-resiers if it hes 7 proces-
sors, and the softwaere can tolerste at most % precessor failures




{that is, if there are more than k falures, there is no guarantee
that the systern will produce the right result, or continue to fune-
tion). Hence, in the above exemple, the systems are (k. 2k+1},
(k. 3k+1), {k,3%+p), end (k,2°*")-resilient respectively. Note
thet we do not define the notion of processor fatiure, since this
depends on the context (es in the examples). We sy a {k.,n)-
resilient system firdls if the nureber of processor failures exceed k.
Clearly. for a given n, the larger & s, the longer it takes for the
system to fail Conversely, for a given %, the larger n is, the
sooner the system will fail.

This short note takes a look at the net effect on the relisbility
of a (k,n)-resilient systern when the fault tolerance & cennot be
incressed without increasing the size of the systern 7, s in the

exarnples.

2 Probability of failure and MTTF

W e measure the relisbility* of a (%, n)-resifient system by the
probability that the system has failed before a given time, and by
the mean tirne-to-failure {MTTF} of the system.

W e assurme that a processor hes a constant. feilure rate A, so
that the probability density function of its tme-to-faiture ¢ is the
exponential distribution Ae™, where > 0. This assurplion hss
been justified both empiricelly and theoretically [12, 8]. We also
assurne that the tme-to-failure of all processors are independent
and identically distributed, that there are no failures at tme 0, and
that = failed processor remains faulty henceforth. Using only ele-
mentary probekility theory, one can prove from thess assurmptions
the foliowing {see [12]) :

Proposition  The probability thet a (k,7)-resilient system will fail
before time £ is

n

Fl{tk.mA) = E

(F) (1= e gt
j=k 7

+

1

where £2 0. (1)

[}

* Reliability has a formal definition in the engineering literebwe
[18]. W e will not define relisbility formally.
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It follows [12] that the time-to-Tailure of a {k,n)-resilient systern
hes probebiity density '

fknA) = }’: ) (1‘_ Q-Af)k(n_k})\e—(n—k)m

where =0 (®)

and the mean time-to-faiture (MTTF) is

WUTIVEES @)
A'J':Q n—J ;
E o1 I n
Now, _Eoﬂ“.'f < j;:—k—zzdx = In{ nnk—i) . Therefore,
i 7
p,(k,’ff.,?\) < Xii‘l(';:];—_—'i') (4_)

By exemining {1)-(4) in tam, we cen now consider how the relia-
bility of the systems in our exermples is afected by an increase in
their fault-tolerance {and size).

Consider a (k,k-+1)-resilient systemn (k> 0). By ().
Ptk e+1A) = (1~ g7t

< {1= ™M) = F{£0.1)) for &l £,

where F(0,1,A) is the probability of feilure for one processor.
Henee, a {k,k+1)-resilient system has lower probability of fsjlure
than one processor for all ime.  This is not rue in general,

Graph 1 plots the probability of failure F(tik.7,1) for some
(%, 3k +1)-resilient systerns.  (Note: From (3}, the MTTF for one

procesor is 1£(0, 1,?\)=—i . By choosing A=1, we in effect choose

g% the unit of time the M TTF of one processor.)  The graph shows ©
that, for k> 0, although the probebility of feilure for (k,3%+ 1}-
resilient. systems is initielly less then that of one processor, it is
greater eventuelly. W e say that such systerns have a higher pmbé_-
bility of failure @ the long . M oreover, the larger the systern,
the faster the increase in probability from O to 1 {see Greph 1 fo

k=10, n=31). :

This effect of size can be cleady seen from Greph 2, whic
dots the density fundion f{fik.m,1) for the same systemns.
dhows that the peak in: the density curve is sherper for larger S
terrs, so that the period in which the systerm will fail is very well
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defined for large systems. Furthermrore, the density curve for a
{10,31)-reslient system drops to O before £=1.0, which is the
MTTF of one processor.  This implies that the MTTF of a
(10,31)-resilient systern is less than that of one processor.

Graph 3 indicaies the combinafion of k& and 7 values that
makes the MTTF of a {(k n)-reslient systern greater than that of
one processor.  Also plotted are the relationships between k& and
7t in cur exanples  Note that none of the aforementioned combi-
nations salisfy these relationships, ie. in &l four exarmples a
multi-processor systern has shorter MTTF than one procsssor
Furthermore, suppose n is more than lneer in k, say n=g(k),

ko o ien
where kl]_.’q-}g(-i;)- =0 (eg. g{k)y=28+1y, Then,
kl(;L:TEL_—_i-) = In{ 1/(1——&%)% 0 as k- =, so {4} implies that

the MTTF of such systerns tends to 0 as % increases.

For what values of n would a {k,m}-resilient system have a
MTTF larger than a processors MTTF? By (4), if

n(—-2)>1  or

-1
plle mA)> w0 1LN)= X then )

n< ;:‘*—I(k+1)< 16(k+1). Hence, 7 must satisfy

k< mn< LBk + 16 {5)

Now, ¥ F(akmA) < F{EOLA)  for &t £ then

k. A} > u{0,LA). Therefore, (5) is also a necessary condi-
tion for a (k,n)-resilient system to have a smaller probability of
failure (than one processor) in the long run.

W e now discuss the significance of these remaris in the con-
text of replicated systems. A commen way of Inmplementing fault-
tolerant cormputing is to have several processors perform the same
cormputation, then vote on the result.  For SIFT [14], in perticular,
the input to the computalion is distibuted by Byzantine sgresment
{to guerd ageinst failures during the distibufion). This stretegy
safisfies SIFT's requirements because the designers were orly
interested in redudng the probability of faihure in the short run.
In the long nn, however, such a strategy is futile because it
Increases the probebility of failure, end reduces the mean time-to-
failure. (The system is at most {k,2k +1)-resilient because of the

voling, )

3 Candusions

A {k.n)redlient system that does not satisfy {5) has a
soneller mean Hime-to-failure, and a higher probahility of failyre in
the long run, than one processor. Thet replicated systems have
these properties is in fact well known for voting hargware [(14], and
one should lgeep it in mind when proposing softwere for resilient
systems.  Une should alse bear in mind that (k.n}-z"esilient sy
terns fail epidly if 7 is more than lineerin k. The highly res-
tricted range of n in (5) indicstes thet designing (k.n)-resient
systems that would reduce the probability of failure in the long run
will be difficult However, we have assumed thet fanlty processors
are not repaired or replaced.  This is realistic for applications such
s spaceborne systerns, but not in general.  or long run refiability,
faults must {where possible) be detected and removed, and for this,
the fact that large systerns fail in a well-defined period may help in

the design of an error detector,

A ckmowledgernent I thenk Nat Goocdmen, Vassos Hadzlacos,
Nancy Lynch and Ray Strong for helpint discussions.
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