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ABSTRACT
This paper is a contribution to the generic problem of hav-
ing simple and accurate models to dimension radio cells with
data traffic on a GPRS or EDGE network. It addresses the
issue of capacity limitation in a given cell due to coupling
with other cells because of a central equipment or transmis-
sion link of limited capacity. A mobile station can’t access
the requested resource although it is alone in a cell. The
traffic on other coupled cells leads to reach the global ca-
pacity limit. Our objective is to avoid the derivation of any
multi-dimensional Markovian (or semi-Markovian) model,
where each dimension corresponds to a given cell of the sys-
tem. Such direct extensions would be of non-manageable
complexity. Instead we derive an analytical model that cap-
tures in an aggregate way the coupling between cells. We
show that the performance parameters of the GPRS/EDGE
network can be derived quickly and with a very good accu-
racy. Finally, as our modeling framework allows very fast
computations, we show how to use it to perform complex
iterative dimensioning studies.

Categories and Subject Descriptors
C.4.4 [Performance of systems]: Modeling techniques;
C.4.5 [Performance of systems]: Performance attributes

General Terms
Design, Performance, Reliability

Keywords
GPRS, EDGE, modeling, Erlang, performance evaluation,
dimensionning, Markov chain, global capacity limit

1. INTRODUCTION
GPRS (General Packet Radio Service) is an overlay on

GSM networks that allows end-to-end IP-based packet traf-
fic from the terminal to e.g. the Internet. EDGE (Enhanced
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Data rates for Global Evolution) is an improvement over
GPRS whereby the radio modulation scheme is modified to
allow higher throughputs thanks to advanced power ampli-
fier and signal processing technologies. Although UMTS is
being deployed worldwide, GPRS or EDGE will remain as
a key complement for nationwide wireless data coverage. In
a GPRS (or EDGE) cell, traffic is split between voice (on
circuit) and data (on packet). Data use a few dedicated
circuits which are decomposed into 20 ms “blocks” carry-
ing elementary packet traffic. The packet-based traffic is
managed by the PCU (Packet Control Unit), a standard-
ized network element in charge of the MAC (Medium Access
Control) layer (multiplexing of mobile stations) and RLC
(Radio Link Control) layer (decomposition into elementary
blocks and retransmission when radio errors occur). The
PCU is connected to the SGSN (Serving GPRS Support
Node) which manages the end-user mobility and hides it to
the external world. It is linked to the edge router, called
GGSN (Gateway GPRS Support Node), by an IP tunnel in
which traffic is encapsulated. The GGSN is the fixed an-
chor point to the Internet or service platforms, whereas a
user may change SGSN while going from cell to cell. In this
end-to-end chain, it is possible to have traffic limitation from
an element in charge of managing several cells, typically a
PCU or SGSN module or a transmission link. Traditional
modeling tools assume a total decoupling i.e. each part of
the end-to-end chain is dimensioned in series: cell, transmis-
sion link, PCU, etc. The objective of this paper is to develop
an effecient model including the central capacity constraint
in the radio dimensioning analysis. It will allow not only to
efficiently dimension the GPRS/EDGE network but also to
better assess the influence of this constraint.

Many papers have tackled the problem of GPRS/EDGE
performance analysis. Several papers are based on simula-
tions (see e.g. [19], [21], [22] and [9]). Most of these studies
make use of classical wireline traffic assumptions and don’t
include wireless specific traffic models. Moreover, the accu-
racy of simulation results is obtained at the expense of long
processing time that makes it difficult to obtain a large num-
ber of results which are of great use to provide qualitative
understanding and numerous quantitative data.

Performance evaluation using analytical models are pro-
posed in [20], [23], [14], [10], [12], [11], [15], [17]. In [17], Ni
and Häggman consider a system where a fixed number of
channels are reserved for GPRS traffic while the rest of the
TDMA (Time Division Multiple Access) is shared with voice
calls. The inter-arrivals of GPRS packets as well as the ser-
vice times are supposed to be exponentially distributed. A
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similar system is studied in [15] but the inter-arrival times
are assumed to be geometrically distributed. A complete
sharing policy between voice and GPRS traffic (with voice
priority) is investigated. When the air interface is congested,
GPRS packets are stored in a queue of infinite length. A
Quasi-Death-Birth (QDB) model is developed in order to
estimate the average waiting time of GPRS packets.

In these papers, GPRS sessions are assumed to be of infi-
nite duration. Finite-length GPRS sessions are investigated
in [23], [14], [10], [12] and [11]. In in [23] Vornefeld pro-
poses a Marked Markovian Arrival Process (MMAP) that
aims at modeling each mobile station arrival process of data
packets. In [14], [10], [12] and [11], the bursty nature of
the aggregated GPRS traffic is modeled by means of a two
state Modulated Markov Poisson Process (MMPP). In this
model, a state ON relates to an active GPRS session while
an OFF period corresponds to a handover disruption or a
termination of a GPRS call. The performance of the system
is analyzed for different bandwidth sharing policies (trunk
reservation in [14] and [12], fixed, partial or complete sharing
in [11]).

In [5] we have developed a discrete-time Markov chain
model for single-cell GPRS/EDGE network engineering. The
model captures the main features of the GPRS/EDGE radio
resource allocation and assumes an ON/OFF traffic (with
infinite sessions) performed by a finite number of users over
the cell. The Markov chain is further simplified by Taylor
series expansion and a simple and accurate Erlang-like law
is obtained. Extensions to finite-length sessions traffic are
developed in [2] and [1]. In [2] we show that a simple modi-
fication of the traffic parameters allows us to obtain another
Erlang-like law for the performance parameters, with a very
good accuracy.

All these studies rely on a number of assumptions, and
contribute usefully to the understanding of GPRS/EDGE
system. However, even when groups of cells are considered
(see e.g. [14], [16]), the interactions between cells only come
from mobility and thus only modify the traffic characteristics
(by introducing handovers and reselections between cells).

In this paper we study the impact of capacity limitation
imposed by a centralized component upon a group of cells.
We assume that the limitation takes the following form: a
total of no more than Mmax concurrent transfers are allowed
in the group of cells. Typically this limit can be a software
imposed limitation or it can be an approximate model of the
limited processing power of the equipment shared by all the
cells which will reject any transfer request when it is reached.
Mmax is known or measured. Our purpose is first to un-
derstand whether such limitations have a significant impact
on network performance, then it is to provide an efficient
multiple-cell dimensioning tool. The task seems a priori
quite complex since a natural generalization to multiple-cell
systems consists in developing a multi-dimensional Markov
chain (or semi-Markovian model) where each dimension cor-
responds to a given cell. Typically more than 30 cells are
considered in a group. Thus, such an extension is of non-
manageable complexity. We work around the problem by
developing the so-called “aggregate Markov chain model”.
It approximates in an aggregate way the coupling between
a given cell and the other ones which are constrained by the
same global capacity limit. We show that the performance
parameters can be obtained almost instantaneously with a
very good accuracy.

Section 2 first presents the basic assumptions and the
main results of the Erlang-like model developed in [5] for
the single-cell case. In Section 3 we develop the analyti-
cal model for the performance evaluation of the constrained
group of cells. Section 4 validates the model by compari-
son with simulation results. In Section 5 we investigate the
influence of the main input parameters on the system be-
havior. Section 6 finally addresses the model utilization for
dimensioning.

2. SINGLE CELL SYSTEM

2.1 System description
Our study is focused on the analysis of the bottleneck i.e.

the radio link, studied in a particular cell. We are focused
on the downlink, assumed to be the critical resource because
of traffic asymmetry. We assume that the allocator fairly
shares bandwidth between all active mobile stations. As a
short reminder, GPRS or EDGE is a packet overlay on the
circuit-based GSM system. With GSM, on each frequency
carrier a 200 kHz bandwidth is shared between 8 users. Each
user is given a circuit, also called time-slot because it is a
Time-Division mutliplexing scheme (TDMA). With GPRS
and EDGE, a mobile station can use several time-slots simul-
taneously to have a higher throughput. However, timeslots
may be shared between mobiles with a granularity of 20 ms
(a so-called “radio block”). Every 20 ms the PCU allocates
the timeslots to the mobiles having an on-going transfer,
with a fair sharing scheme (we don’t consider here QoS pri-
orities). The throughput depends also on the radio coding
scheme, i.e. the amount of overhead in the transmitted data
to add error protection against radio conditions.

We make the following assumptions:

• The radio resource is divided into two separate parts
according to the so-called Complete Partitioning pol-
icy [11], one dedicated to voice and one dedicated to
data. Our work only focuses on the data part and as-
sumes that there is a fixed number T of time-slots in
the cell that are dedicated to GPRS. Obviously the
classical Erlang formulas apply for voice. In [3] we
investigate the Partial Partitioning policy (in a single-
cell environment) and develop an extension of our ba-
sic model [5] that takes into account the preemption
of voice over data, only on a given shared part of the
TDMA. We finally assume that the T time-slots are
using a single TDMA frame. If there are more than
one TDMA frame, resources may not be equally di-
vidable among mobiles. It introduces an additional
(slight) complexity which is not addressed here.

• All mobiles have the same reception capability. They
are “(d+u)”, where d is the number of time-slots that
can be used simultaneously for the downlink traffic and
u is the number of time-slots that can be used simulta-
neously for the uplink traffic. Note that, as we are only
interested in the modeling of the downlink traffic, only
the parameter d is relevant for the model. Nowadays,
most recent mobiles are (4+1) or (4+2) and can thus
use at most 4 time-slots simultaneously in downlink.
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Our GPRS system is characterized by the following pa-
rameters:

• tB : the system elementary time interval equal to the
radio block duration, i.e. tB = 20 ms;

• xB: the number of data bytes that are transferred dur-
ing tB over one time-slot. xB/tB is the throughput of-
fered by the RLC/MAC layer to the above LLC (Log-
ical Link Control) transport layer. The value of xB

depends on the radio coding scheme.

For GPRS we have:

GPRS coding scheme CS1 CS2 CS3 CS4
xB (in bytes) 20 30 36 50

For EDGE we have:

EDGE coding scheme MCS1 MCS2 MCS3
xB (in bytes) 22 28 37

MCS4 MCS5 MCS6 MCS7 MCS8 MCS9
44 56 74 112 136 148

Note that non ideal radio conditions decrease the avail-
able throughput by inducing radio block retransmis-
sions: erroneous radio blocks are very efficiently de-
tected in typical radio conditions and they are selec-
tively retransmitted. Throughput reduction can be
modeled by multiplying xB by a reduction factor. A
first approximation for this factor is (1-BLER) where
BLER is the Block Error Rate (it assumes indepen-
dent and potentially infinitely retransmitted blocks in
error). More precisely, this factor can be found by
simulations of the full GPRS/EDGE radio protocol.
Furthermore, simulations giving BLER as a function
of the of signal to (noise+interference) ratio can pro-
vide the link between throughput and the overall radio
environment. Note that since our final model will be
computationally very fast ,we can include it in a global
network modeling tool where traffic generates interfer-
ences which in turn generate BLER and throughput
degradation. It will be run iteratively, with fixed point
methods for instance, to provide the overall network
performance picture.

• tbfmax: the maximum number of mobiles that can si-
multaneously have an active downlink TBF (Tempo-
rary Block Flow). On a single TDMA, assuming uplink
and downlink flows occur concurrently, system specifi-
cations give:

tbfmax = min(32, 7T, mT ) (1)

because of the GPRS system limitations on the sig-
nalling capabilities (no more than 32 TFIs (Tempo-
rary Flow Identity) per TDMA, 7 USFs (Uplink State
Flag) per uplink time-slot); m is an additional settable
parameter which describes a minimum throughput per
mobile if an admission control scheme is used (no more
than m mobiles per time-slot).

2.2 Traffic model
Traffic is modeled as follows. We assume that there is a

fixed number N of GPRS mobiles that are sharing the total
bandwidth of the cell. Such a finite population assumption
is typically used for network planning when geo-marketing
data allows to predict the active GPRS population that will
be served by the cell. For a network in service, traffic statis-
tics can also provide estimates of this population. At this
stage we don’t consider the mobility effect where sessions are
interrupted during cell transitions. In a sense our approach
considers that among the users which change cell while in
traffic, there is a balance between incoming and outgoing
users and overall session characteristics are not significantly
affected. Each of them is doing an ON/OFF traffic with an
infinite number of pages:

• ON periods correspond to the download of an element
(a WAP (Wireless Application Protocol), a web page
or component of it, an email, a file, etc.). Its size is
characterized by a discrete random variable Xon, with
an average value of xon bytes;

• OFF periods correspond to the reading time, which is
modeled as a continuous random variable Toff , with
an average value of toff seconds.

Several results on insensitivity (see e.g. [6], [13] and [7])
have shown for similar systems that the average performance
parameters of the model is sensitive to the average traffic
parameters rather than their full distribution. Even though
we were not able demonstrate that this result holds for the
model developed in [5] all the experiments we made [4] tend
to prove that the insensibility is still true (or at least a very
good approximation). Thus memoryless (exponential or ge-
ometric) distributions are the most convenient choices to
model traffic. Then we can model complex WAP or web
page downloads even though a page is made of several com-
ponents. Note also that the best practice for end-to-end
performance optimization consists in sending pages in a sin-
gle download, for instance through multipart design or par-
allel concurrent downloads. Thus, in the near future, page
transfers should tend toward “single ON” downloads.

Let us emphasize that there is a limitation nmax on the
number of mobiles that can simultaneously be in active
transfer phase in the cell.

nmax = min(tbfmax, N) (2)

It involves both the system constraint tbfmax and the total
mobile population N .

Extensions to finite-length sessions, where each mobile
generate ON/OFF traffic during a session and does not gen-
erate any traffic during an inter-session, have been provided
in [1] and [2]. It is shown in [2] that a very simple transfor-
mation of the traffic parameters that consists in increasing
the OFF periods by a portion of the inter-session period,
enables us to transform the bi-dimensional model developed
in [1] into a linear Erlang-like model, with a very good ac-
curacy.

2.3 Markovian analysis
In [5] an analytical model for the performance evaluation

of a single-cell GPRS system is derived relying on the traf-
fic model of the previous section. As mentioned above, the
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strong memoryless assumptions for the ON and OFF distri-
butions are discussed and validated against the most com-
monly used traffic models. They are shown not only to pro-
vide accurate average performance parameters irrespective
of the actual distribution but also to provide the most conve-
nient computation framework. Assuming that the likelihood
to have more than one event in the elementary time inter-
val of the system (the 20ms radio block duration on GPRS
or EDGE) is negligible, the Markovian model is shown to
boil down to the linear discrete-time Markov chain given in
Fig. 1.

pn n+1

pn+1 n

pnn

pn–1 n

pn n–1

pn–1 n–1p11

p01

p10

p00 pn+1 n+1

... ...n n+110 nmaxn–1

pn       nmax max

Figure 1: Linear model

The state n of this Markov chain corresponds to the number
of mobiles that are simultaneously in active transfer. Let n0

be the maximum value of n such that nd < T :

n0 =

—
T

d

�
(3)

If there are less than n0 mobiles in active transfer, the to-
tal number of time-slots that can be used in the cell is thus
limited to nd, and each mobile receives its maximum down-
loading bandwidth. Otherwise, all the T time-slots of the
cell are used, and each mobile receives a reduced download
bandwidth.

The stationary probabilities of having n mobiles in active
transfer in the cell can easily be derived from the birth-death
structure of this linear Makov chain. By further Taylor se-
ries expansions, these probabilities can be expressed as a
function of a single dimensionless parameter x as follows
(see [5] for details):
for 0 < n ≤ n0:

p(n) =
N !

n!dn(N − n)!
xnp(0) (4)

for n0 < n ≤ nmax:

p(n) =
N !

n0!dn0T n−n0(N − n)!
xnp(0) (5)

where x is given by:

x =
tB xon

xB toff
(6)

Note that the product xN characterizes in an aggregate way
the traffic load of the cell, as it increases when the size of
the downloaded pages (xon) or the number of mobiles (N)
increase, and decreases when the reading time of a page
(toff ) or the coding scheme (xB) increase. It is in fact the
equivalent to Erlang load factor for a finite number of users
doing ON/OFF sessions in data traffic.

Finally, p(0) is obtained by normalization:

A(n) =

n0X
n=1

N !

n!dn(N − n)!
xn

B(n) =

nmaxX
n=n0+1

N !

n0!dn0T n−n0(N − n)!
xn

p(0) =
1

1 + A(n) + B(n)
(7)

The performance parameters of the cell can be derived
from the stationary probabilities as follows (see [5] for de-

tails). The normalized utilization Ũ of the cell, i.e. the mean
number of time-slots occupied by GPRS active mobiles, is
given by:

Ũ =

nmaxX
n=1

p(n)min(nd, T ) (8)

The average number Q̄ of mobiles in active transfer in the
cell is directly obtained as:

Q̄ =

nmaxX
n=1

np(n) (9)

The normalized throughput X̃, i.e. the average number
of time-slots given to a mobile for its transfers is given by:

X̃ =
Ũ

Q̄
(10)

Finally, the blocking (or reject) probability Pr, i.e. the
probability that a mobile that wants to start the download
of a new page cannot do it because the limit of nmax mobiles
in the cell is reached, is obtained as:

Pr = 1 − 1

x

Ũ
nmaxX
n=0

p(n)(N − n)

(11)

Let us note that when nmax = N no blocking can occur,
and the local balance equations of the Markov chain imply
that

p(n − 1)(N − n + 1)
tB

toff
= p(n)min(nd, T )

xB

xon

for any n = 1, ..., nmax, which actually result in having
Pr = 0.

As a consequence, all the average performance parame-
ters of a single cell can be expressed as a function of the
dimensionless parameter x, the cell capacity T , the mobiles
capacity d, and the number N of mobiles in the cell.

3. MULTIPLE CELL SYSTEM

3.1 System description
We now assume, as described in Section 1, that traffic may

be limited because of a capacity constraint in a network
element that controls traffic over a group of P cells. As
stated before, this global capacity limit either comes from a
software imposed limitation in an equipment (PCU or SGSN
module), in order to avoid any capacity overflow, or can been
seen as a first approach to model a more complex processing
limit constraint. Let Mmax be the total number of mobiles

218



that can currently be in active transfer in the P cells. Any
cell i (i = 1, ..., P ) subjected to this global constraint may
have specific characteristics. Parameters of cell i will be
denoted by adding a superscript i to all of its parameters.
Assumptions made on each cell i are identical to those made
on Section 2. We then define:

• N i: the total number of mobiles in cell i; Each of
these N i mobiles generates in cell i an ON/OFF traffic
having the same characteristics (given by parameters
xi

on and ti
off , as described in Section 2.2);

• T i the total number of time-slots dedicated to GPRS
in cell i;

• di: the maximum number of time-slots that a mobile
can simultaneously use for the downlink traffic in cell
i;

• xi: the dimensionless parameter that both involves the
characteristics of the coding scheme and the traffic:

xi =
tB xi

on

xi
B ti

off

(12)

Note that, each cell may contain mobiles using a dif-
ferent coding scheme (xi

B) and different traffic param-
eters (xi

on and ti
off);

• ni
max = min(tbf i

max, N i): the maximum number of
mobiles that can simultaneously be on active transfer
in cell i.

Of course, if
PP

i=1 ni
max ≤ Mmax, the limit does not gen-

erate any additional constraint on the system, and each cell
can be analyzed using the single-cell model described in Sec-
tion 2. As a consequence, we only consider here the case
where

PP
i=1 ni

max > Mmax. In such a system, a mobile in
a given cell i will not be able to start a new transfer either
because the cell capacity (ni

max) is reached or because the
global system capacity (Mmax) is reached.

3.2 Model description
A direct extension of the single-cell model described in Sec-

tion 2 would have consisted in developing a multi-dimensional
Markov chain, each dimension corresponding to a given cell.
Of course such an extension would have resulted in non-
manageable complexity when the number P of cells that are
subjected to the constraint Mmax is large. The first ob-
jective of this work is to provide a tractable model for any
value of P . To fulfill this objective, the idea is to only deal
with approximate linear Markov chain models as developed
below.

Let us focus on a particular cell i over the P cells of the
GPRS/EDGE system. We will denote by “constrained cell
i”, the actual cell i that is subjected to the global capac-
ity limit Mmax. As explained before, an inactive mobile in
constrained cell i may not be able to start a new transfer
because of the global capacity limit that implies a coupling
with other cells, even if the local cell capacity ni

max is not
reached. We then denote by “unconstrained cell i” a vir-
tual cell having the same characteristics as cell i but that
is not subjected to the overall constraint Mmax. As a mat-
ter of fact, the performance of unconstrained cell i can be

derived from the single-cell model of Section 2. The uncon-
strained steady-state probabilities pi

uc(n) of having n mo-
biles (n = 0, ..., ni

max) in this virtual cell are thus given by
relations (4) and (5) by adding a superscript i to all the cell
parameters.

The first step of the analysis consists in developing the so-
called “aggregate Makov chain” associated with cell i con-
sidered. This aggregate model has the same linear structure
as the single-cell Markov chain model (Fig. 1), but the tran-
sition from any state n to the state n + 1 is now multiplied
by a factor (1−ri(n)) as illustrated in Fig. 2. The objective
of the aggregate model is to capture in an aggregate way
the effect of coupling between cell i and the other cells of
the GPRS/EDGE system, by introducing additional ri(n)
probabilities that decrease the probability of new transfers
acceptance. ri(n) is the probability that an inactive mo-
bile in cell i that wants to start a new transfer cannot do
it because the system limit Mmax is reached, assuming that
there are n mobiles currently in active transfer in the cell.
As a consequence, ri(n) is the probability that the system is
full when there are n mobiles in the cell considered, and can
thus be estimated by the probability that the P − 1 other
cells contain Mmax − n mobiles. By keeping a linear struc-
ture, the aggregate model avoids the problem of complexity
of any direct multi-dimensional extension.

pn n+1 (1–ri(n))

pn+1 n

p’nn

pn–1 n (1–ri(n–1))

pn n–1

p’n–1 n–1p’11

p01 (1–ri(0))

p10

p’00 p’n+1 n+1

... ...n n+110 nmaxn–1

p’n       n     max max

Figure 2: Aggregate model

The challenging task now consists in estimating the proba-
bilities ri(n) of the aggregate model associated to a given cell
i. As stated before, ri(n) can be estimated as the probability
that the set of constrained cells Si = {1, ..., i−1, i+1, ..., P}
contains Mmax − n mobiles in active transfer. In order to
derive these probabilities, we first calculate the convolution
of the probabilities of the P − 1 other unconstrained cells.
The convolution is performed over the steady-state proba-
bilities pj

uc(n) of each unconstrained cell j ∈ Si, and enables

us to calculate the probability pSi

uc(k) that the set of uncon-
strained cells Si contains exactly k mobiles, for k = 1 toP

j �=i nj
max (relation (13)). Note that this step can be per-

formed very efficiently using any convolution algorithm [8].

pSi

uc(k) =

0
@O

j∈Si

pj
uc

1
A (k) (13)

pSi

uc(k) =
X

(n1, ..., ni−1, ni+1, ..., nP )|X

j∈Si

nj = k

nj ≤ nj
max∀j �= i

0
@Y

j∈Si

pj
uc(n

j)

1
A

for k = 0, ...,
X
j �=i

nj
max
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We then propose to estimate the probabilities ri(n) by
normalizing these convoluted probabilities as follows:

ri(n) =
pSi

uc(Mmax − n)
Mmax−nX

k=0

pSi

uc(k)

(14)

In order to justify the fact that this normalization expres-
sion provides a very good estimate for the ri(n) probabili-
ties, let us first consider the simpler case where P = 2, i.e.
the global limit Mmax only involves two cells (1 and 2). If we
consider cell 1, r1(n) is the probability that the constrained
cell 2 contains Mmax −n mobiles in active transfer provided
that cell 1 contains n mobiles, i.e. provided that cell 2 can-
not contain more than Mmax −n mobiles in active transfer.
In order to derive this probability, we need to develop the
model for constrained cell 2 knowing that cell 1 contains n
mobiles. As long as there are less than Mmax − n mobiles
in active transfer in cell 2, the global limit Mmax does not
matter for cell 2 that can thus behave as if it was uncon-
strained. As a consequence the transitions into any state
lower than Mmax − n in the underlying Markov chain are
exactly the same as those of the single-cell unconstrained
model. This is illustrated in Fig. 3. On the other hand,
when cell 2 reaches state Mmax − n, any request for a new
transfer is rejected because the global system capacity is
reached. The constrained Markov chain is thus truncated
to states 0 to Mmax − n with regard to the unconstrained
Markov chain. As a consequence, both Markov chains have
the same steady-state frontier equations (restricted to the
common states of both chains). The stationary probabili-
ties of the constrained Markov chain can thus be obtained
by renormalization over the stationary probabilities of the
unconstrained one. This statement justifies the derivation
of the r1(n) probabilities as:

r1(n) =
p2

uc(Mmax − n)
Mmax−nX

k=0

p2
uc(k)

(15)

... ...10 nmaxMmax-n–1 Mmax-n+1Mmax-n

Constrained

Unconstrained

Figure 3: Constrained and Unconstrained models
for the remaining cells when P = 2

We can easily extend this reasoning to more than 2 cells.
If we focus on cell 1, the probability r1(n), for a given
value of n, can be calculated exactly by analyzing the (P −
1)-dimensional Markov chain modeling the remaining con-
strained system consisting of cells 2 to P , in which the total
number of mobiles in active transfer is limited to Mmax −n.
Now if we consider the same system without any global con-
straint, i.e. the set of unconstrained cells 2 to P , the re-
sulting Markov-chain would again be a (P − 1)-dimensional

chain, but where each dimension i is allowed to reach the
local limit ni

max. The constrained and unconstrained re-
maining Markov chain models are illustrated in Fig. 4 for
the case where P = 3 (the remaining system thus contains 2
cells). Now it is easy to understand that as long as the global
limit Mmax − n is not reached in the constrained remaining
system, its behavior is exactly the same as that of the uncon-
strained system. In other words, any steady-state equation
of the unconstrained model that only involves states that be-
long to both models, would also be a steady-state equation
for the constrained model. As a consequence, the station-
ary probabilities of the constrained model can be obtained
by renormalization over the stationary probabilities of the
unconstrained model. Finally, it is worthwhile noting that,
since all cells are independent in the unconstrained model,
the stationary probability vector of the underlying Markov
chain is simply the product of the marginal probabilities of
each unconstrained single-cell Markov chain. This last state-
ment justifies the derivation (14) of the ri(n) probabilities.

nmaxMmax–n0

0

Mmax–n

nmax

Constrained
Unconstrained

Figure 4: Constrained and unconstrained models for
the remaining cells when P = 3

We can then inject the ri(n) parameters in the aggregate
model of Fig. 2 and analyze it. The resulting steady-state
probabilities of the aggregate model (referenced with a sub-
script ”agg”) are thus given by

for 0 < n ≤ ni
0:

pi
agg(n) =

N i!

n!(di)n(N i − n)!
(xi)n

.

 
n−1Y
k=0

“
1 − ri(k)

”!
pi

agg(0) (16)
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for ni
0 < n ≤ ni

max:

pi
agg(n) =

N i!

ni
0!(d

i)ni
0T (n−ni

0)(N i − n)!
(xi)n

.

 
n−1Y
k=0

“
1 − ri(k)

”!
pi

agg(0) (17)

Where pi
agg(0) is obtained by normalization.

Finally, we can derive the normalized utilization Ũ i of
any cell i, as well as the average number Q̄i of mobiles in
active transfer in cell i, and the normalized throughput X̃i

offered to a mobile for its transfer in cell i, from relations
(8), (9) and (10), by replacing the probabilities p(n) by the
probabilities pi

agg(n) of the aggregate model obtained from
relations 16 and 17.

A special attention must be paid to the blocking proba-
bility P i

r . Indeed, the rejection of a new transfer request in
a given cell i can have two different causes in the context
of a multiple-cell GPRS/EDGE system: one is related to
the local constraint ni

max, the other is related to the global
constraint Mmax. Relation (18) (which is a simple rewriting
of single-cell relation (11)) includes both possibilities.

P i
r = 1 − 1

xi

ni
maxX

n=1

pi
agg(n)min(ndi, T i)

ni
maxX
n=0

pi
agg(n)(N i − n)

(18)

However, if needed, the blocking probability can be further
decomposed into two parts, the “local” blocking and the
“global” blocking. Both are evaluated from the aggregate
Markov chain associated with cell i. The local blocking is
the probability that a new transfer request occurs when cell
i already contains ni

max mobiles in active transfer, and can
thus be obtained as:

P i
r local =

pi
agg(n

i
max)(N i − ni

max)

ni
maxX

n=0

pi
agg(n)(N i − n)

(19)

As a consequence, the global blocking probability can easily
be derived as the difference between the total blocking and
the local blocking:

P i
r global = P i

r − P i
r local (20)

4. MODEL VALIDATION
In this section we validate the analytical model by com-

parison with simulation results. The simulations have been
performed with a simplified event-driven simulator. It as-
sumes the same ON/OFF nature of the traffic and makes
the same memoryless assumptions as in our model. How-
ever the simulator captures the detailed behavior of the ra-
dio resource allocator. Let us remind that these memoryless
assumptions have been validated in [4] by comparing them
with more realistic assumptions (Pareto and Weibull dis-
tributions) using a full end-to-end GPRS chain simulated
with OPNET on a few configurations. Opnet includes the
full suite of protocol layers, with segmentation, reasembly

and relevant overheads, which are not simulated in the sim-
ple simulator, but rather replaced by an average increase of
the average ON size due to protocol overheads. Our sim-
ulator has been validated with Opnet both on single-cell
GPRS/EDGE systems and multiple-cell systems. Note fi-
nally that, even though the simplified simulator is much
faster than the Opnet simulator, it still requires several
hours of CPU time to evaluate a single point. Opnet would
have been prohibitively slow for us to extensively validate
our model.

4.1 Identical cells
First, we consider configurations where the P cells are

identical in terms of available radio resources and offered
traffic. All the mobiles generate the same traffic (see Ta-
ble 1 for detailed parameter values). We show the evolution

of the normalized utilization Ũ , the normalized throughput
X̃ and the blocking probability Pr on any given cell, as a
function of the number P of cells managed by the central
equipment when the capacity limit, given by the maximum
number of concurrent transfers Mmax, is constant. Typically
we want to understand the benefit, in terms of overall sys-
tem capacity, of increasing the number of cells connected to
the processing-limited equipment. The results are given in
Fig. 5 (a, b, c). We also present in Fig. 5 (d) the stationary
probability vector for any cell in the last configuration point,
i.e. P = 20. Results derived from the analytical model pre-
sented in Section 3 and simulations results obtained with
the simplified simulator are compared.

Table 1: Parameter values for each cell.

Parameter Value Meaning
T 4 Number of dedicated TS

for GPRS
d 4 Maximum number of TS

used by a mobile in download
xB 30 bytes Payload per radio block

(CS2 coding scheme)
N 30 Total number of mobiles in the cell

xon 4000 bytes Average page size
toff 7s Average reading time

Mmax 30 Global capacity limit

As can be seen on the figures, the curves corresponding to
analytical results and those corresponding to simulation are
almost superimposed. The maximum error is calculated as
the relative difference between the simulation and the ana-
lytical results on each performance parameter for each cell.
The maximum error never exceeds 0.5% for any performance
parameter in any configuration. The 20 different configura-
tions (corresponding to P varying from 1 to 20) have been
obtained in more than 40 hours with the simulation tool and
instantaneously with the analytical model. The model cap-
tures very precisely the behaviour of the simulated system.

4.2 Different cells
We now drop the assumption of identical cells to further

validate the analytical model and to capture more realistic
situations where traffic is not spatially homogeneous. The
characteristics of all cells in terms of offered traffic and radio
conditions are randomly generated (see Table 2 for detailed
values). Each cell contains a finite population of homoge-
neous GPRS mobiles, i.e. we assume that all the mobiles in
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Figure 5: Comparison with simulation results for
identical cells.

a given cell have the same traffic characteristics and use the
same effective coding scheme. Typically, we could represent
a cell with a majority of business users, having a specific call
profile, and with given average radio conditions captured in
the effective coding scheme. Another cell would have more
consumer traffic and a different radio quality.

We focus on the first cell of the system and study the
evolution of its performance when the total number P of
cells managed by the equipment varies from 1 to 20. The
introduction of a new cell in the system influences the first
cell’s performance. It directly depends on the traffic load
introduced by the new cell and explains the step behavior of
the performance curves. Fig. 6 (a, b, c) show the evolution

of the normalized utilization Ũ , the normalized throughput
X̃ and the blocking probability Pr of the first cell. The
stationary probabilities of the first cell for the last point,
i.e. when P = 20, are given in Fig. 6 (d). Again, analytical
results and simulations are compared in all figures.

Table 2: Different cells parameter ranges.

Parameter Range Meaning
N [5-50] Total number of mobiles

in the cell
xB [20-36] (bytes) Payload per radio block
xon [1000-64000] (bytes) Average page size
toff [6-60] (s) Average reading time

Once again, the maximum relative error is estimated for
all performance parameters, in all cells, and for all config-
urations. We notice that the maximum error is about 7%
on the blocking probability parameter. Moreover, this gap
only happens in ranges over 20% of blocking which is be-
yond the scope of common studies for dimensioning of real
GPRS/EDGE networks. These results show that a very
good agreement is obtained between the analytical model
and simulation. Finally, the same conclusions on CPU-time
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Figure 6: Comparison with simulation results for
different cells.

can be made (several days for the simulation results and
instantaneous for the analytical results).

5. PERFORMANCE RESULTS
In this section, we use the analytical model developed in

Section 3 to derive performance curves. We assume that all
the cells are identical as our purpose is to derive a first set
of general conclusions on the system behaviour. Obviously,
similar studies can be performed on heterogeneous cells sys-
tems if needed with no additional complexity. We cover an
extensive domain, going beyond the normal working range
of a commercial GPRS/EDGE network, with blocking val-
ues going higher than maximum acceptable values. Thus
we are able to bring out asymptotic behavior, quite useful
to derive simpler models. More realistic applications of our
analytical model will be given in the subsequent section.

All mobiles are assumed to use 4 time-slots in the down-
link (d = 4) and to generate the same traffic load: the av-
erage size xon of a downloaded page is 4000 bytes and the
average reading time toff is 10 s. The same GPRS coding
scheme is used (CS2) with good radio conditions: xB = 30
bytes. Note that these values lead to x ≈ 0.267.

The influence of the main input parameters is studied on
the following performance parameters: the normalized radio
utilization Ũ , the average number Q̄ of mobiles in active
transfer in any cell, as well as the normalized throughput X̃
and the blocking probability Pr of any mobile in the system.

5.1 Influence of the global capacity limit
First, we study the influence of the global capacity limit

Mmax. The number of cells P is set to 20, 40 and 60, and
Mmax is varied. Not surprisingly, and as shown in Fig. 7 (d),
the blocking probability Pr decreases as Mmax increases.
Then there are more mobiles in active transfer sharing the
radio resource of the cell. Thus when Mmax increases, the
radio utilization of the cell increases and the throughput
offer to each mobile decreases. Conversely, we can say that
the central capacity limit Mmax acts as an admission control
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scheme: when less mobiles are allowed in the system, they
are given a better throughput.

If the system is saturated, Q̄ (Fig. 7 (c)) has obviously a
linear behavior: the sum of active mobiles over the P cells is
almost equal to the global capacity limit Mmax (Q̄ ≈ Mmax

P
).

Note that none of the other performance parameters show
this linear behavior even when the system is saturated.
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Figure 7: Cells performance when Mmax varies.

5.2 Influence of the number of dedicated time-
slots per cell

We now focus on the influence of T , the number of ded-
icated time-slots for GPRS/EDGE in the TDMA. Mmax is
set to 40 and we draw the performance curves for different
values of T .

5.2.1 Varying the number of cells
We now study the influence of P , the total number of

cells constrained by the global capacity limit Mmax. As
previously mentioned, a typical application is to assess the
benefit of increasing the cell connectivity of the centralized
processing-limited equipment managing the group of cells.
As shown in Fig. 8, the performance curves are made of
two parts. For low P values, the likelihood to have Mmax

concurrent transfers is small: each cell behaves as if it were
alone. Performance curves are constant and the single-cell
model described in Section 2 applies. For large P values, the
global capacity limit is felt on each cell. The total number
of active transfers in the system grows towards Mmax, hence
the average number of active transfers per cell decreases as
1/P . As a consequence, the blocking probability increases
(the global blocking P i

rglobal of any cell i becoming the main

contributor to the total blocking probability P i
r), but the

throughput increases and the radio utilization decreases: a
mobile has less chance of being accepted, but once it is, the
likelihood that another mobile on the same cell is doing a
simultaneous transfer is becoming small, hence its granted
throughput is larger.

Higher values of T postpone the global limitation effect
and have a strong benefit on system performance. When T
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Figure 8: Cells performance when P varies for dif-
ferent values of T .

is high, mobiles can obtain more time-slots as long as their
downloading capacity d allows it. They can download their
pages faster and leave the system earlier. For a blocking
rate of 2%, for T = 2, no more than 10 cells can cope with
the global capacity constraint. With T = 4 (resp. T = 8)
30 (resp. 50) cells are allowed. Too small T values have a
bad effect not only on throughput but, more importantly,
on blocking.

5.2.2 Varying the load per cell
We now investigate the influence of T as the traffic load

in each cell varies. As shown in Section 2.3, the traffic load
is an increasing function of both parameters x and N . In
this section, the traffic load is varied only by varying N , the
number of active GPRS mobiles in the cell (we have obtained
similar results when x varies and N is constant but they are
not shown here)

As previously, performance curves (Fig. 9 (a, b, c)) are
made of two distinct parts, the low traffic limit and the sat-
urated system. In the former, the system is similar to the
single cell case. Its performance can thus be obtained from
the single-cell model presented in Section 2 (relations (8)
to (11)). Radio usage grows linearly with the number of
users, and throughput decreases accordingly. In the latter,
the only element that appears to have a significant evolu-
tion with offered load is the blocking rate (Fig. 9 (d)). The
transition between the two regimes occurs when the num-
ber of simultaneous transfers is about 90% of the system
limit. We have studied extensively these asymptotic behav-
ior in [18] and their application to ease the performance
evaluation process.. When the number of users increases,
it essentially results in more transfer requests which are re-
jected. As in the previous case, increasing T is very benefi-
cial, as it dereases the transfer duration and it decreases the
blocking probability. Note in passing that in a real-world
dimensioning exercise, increasing T has a cost, which is an
increase in transport and connectivity requirements for the
data traffic. This cost will have to be balanced against the
corresponding benefits.
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Figure 9: Cells performance when N varies for dif-
ferent values T .

5.3 Influence of the traffic load per cell
In this section, we study the effect of the traffic load per

cell when P varies. Curves shown in Fig. 10 (a, b, c) are
quite similar to those of Section 5.2.1. We can again see the
two single cell and coupled cells regimes. This has also been
discussed in [18] and led us to develop asymptotic expres-
sions for these two regimes.
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Figure 10: Cells performance when P varies for dif-
ferent traffic loads.

5.4 Performance graphs
This section provides some examples of graphs that can be

instantaneously obtained with our analytical solution and
that can’t even be thought of with simulators because of
their prohibitive computation time. We draw 3-dimensional
performance surfaces where performance parameters can be

drawn as a function of e.g. N and x. For each performance
parameter, the surface is cut out into level lines and the
resulting 2-dimensional projections are drawn. The step be-
tween level lines can be arbitrarily chosen as a function of
the required precision. The normalized radio resource uti-
lization of any given cell Ũ , the normalized throughput X̃
and the blocking probability Pr for any mobile in the sys-
tem are presented in Fig. 11, 12 and 13 for P = 30 and
Mmax = 40. Each graph is the result of several thousands
of input parameter sets. Obviously, a simulation tool or
even any multi-dimensional Markov chain requiring numer-
ical resolution would have precluded the drawing of such
graphs. They allow to directly derive any performance pa-
rameter knowing the traffic load profile. It is described by
the couple (N, x) (remember that we assume that all cells
are identical). Such parameters can be measured on real
systems. They depend on the used applications (WAP, web,
mail, etc.).

These performance graphs can be used as easily and ef-
ficiently as the classical Erlang graphs used for the dimen-
sioning of circuit traffic.
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Figure 11: Normalized utilization for any traffic load
profile.
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6. DIMENSIONING STUDY
In this section, we present how our model can be applied in

dimensioning studies. Once again, our modeling framework
allows very fast computations, which in turn allow complex
iterative dimensioning analyses.

6.1 Maximum blocking probability
We assume here that the network dimensioning is based on

a maximum acceptable blocking rate of 2% for data transfer
requests. This value is similar to the voice blocking value
generally used. In GPRS or EDGE, a transfer request re-
jection results in 5 seconds idle time before a subsequent
request is allowed. Hence it has a strong impact on end-
user quality of experience. For this target blocking rate, we
want to find the values of:

• Pmax: the maximum number of cells;

• Nmax: the maximum number of GPRS mobiles that
can be admitted in each cells.

The method used in Section 5.3 can also be used to derive
the maximum number of cells the system can have to guar-
antee the requested QoS for a given traffic load. In Fig. 14,
we plot a set of curves for a 2% blocking probability. For
a given traffic load, the point of coordinates (x, N) in the
graph gives the optimal P value, by interpolation between
the two surrounding curves.

In the same way, the graph in Fig. 15 gives the maximum
value of the number N of mobiles in the cell to guarantee a
2% blocking probability. The same method is applied. The
intersection point for a chosen P and x is located between
two level lines and the level line with the lower value gives
Nmax, the maximum number of GPRS mobiles the cells can
contain to guarantee the QoS criterion.

6.2 Minimum normalized throughput
The normalized offered throughput is another possible

QoS requirement. The network dimensioning is then based
on a minimum average throughput obtained by each GPRS
mobile for its transfers. A typical 1 time-slot threshold is
chosen, i.e. a mobile that starts downloading a page has the
guarantee to obtain at least 1 time-slot per TDMA for the
entire transfer duration. For a GPRS CS2 coding scheme,
it corresponds to a minimum throughput of 1500 bytes/s.
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Figure 14: A dimensioning graph for finding an op-
timal P with Pr ≤ 2%
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Figure 15: A dimensioning graph for finding an op-
timal N with Pr ≤ 2%

As explained in Section 5, the normalized throughput is an
increasing function of P . We then have to find the minimum
value Pmin of cells to guarantee the throughput threshold.
In Fig. 16, the intersection point for a couple (x,N) is lo-
cated between two level lines and the line with the lower
value gives Pmin.
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Fig. 17 finally shows the dimensioning curves that give the
maximum value Nmax of GPRS users per cell to guarantee
the throughput QoS criterion.
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Figure 17: A dimensioning graph for finding an op-
timal N with X̃ ≥ 1TS

7. CONCLUSION
We have been able to provide a computationally simple

model of the a priori complex system made of a group of cells
in a cellular network coupled by capacity limitation in a cen-
tralized equipment handling packet traffic. We have demon-
strated that a multi-dimensional Markovian model, which
would be a natural generalization of a single-cell model to
multiple-cell systems, can be decomposed into P aggregate
linear Markov chains. We have shown that the performance
parameters of a given cell in the aggregate model can easily
be derived from the performance parameters of the other
cells when they are not constrained, which can therefore be
solved by single-cell analytical models.

Our aggregate analytical model provides the expected com-
putational efficiency and accuracy necessary for complex
performance and dimensioning analyses. As an example of
application we have studied a dimensioning problem with
different realistic QoS guarantees. Similar studies, not pre-
sented here, have been used to quantify limitations in the
design of GPRS/EDGE network components and drive de-
sign evolution. We have now a modeling framework allowing
us to model not only a single cell but a full group of cells
coupled by a central dimensioning constraint. Its ability to
perform very fast computation allows not only to dimension
networks based on traffic load asumptions but also to use
it as the forward modeling step in an iterative dimension-
ing process. We have given such examples where reference
curves provide the system parameter values that are needed
to reach required quality figures. Other examples such as
a network dimensioning where the generated traffic induces
interference which in turn decrease throughput could as well
be addressed.

In the future we plan to investigate more complex central
capacity limitations and their impact on the GPRS/EDGE
network performance. We plan to fully extend the validation
work with real-world traffic traces. We also intend to extend
this work and methodology to UMTS and HSDPA model-
ing. In these wideband CDMA networks, all the interac-
tions due to radio resource management induce significantly
more complexity. Having a computationally fast module for
packet-based traffic modeling is an essential asset.
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