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ABSTRACT

Dark Silicon refers to the observation that in future technol-
ogy nodes, it may only be possible to power-on a fraction of
on-chip resources (processing cores, hardware accelerators,
cache blocks and so on) in order to stay within the power
budget and safe thermal limits, while the other resources
will have to be kept powered-off or “dark”. In other words,
chips will have an abundance of transistors, i.e., more than
the number that can be simultaneously powered-on. Het-
erogeneous computing has been proposed as one way to ef-
fectively leverage this abundance of transistors in order to
increase performance, energy efficiency and even reliability
within power and thermal constraints. However, several crit-
ical challenges remain to be addressed including design, au-
tomated synthesis, design space exploration and run-time
management of heterogeneous dark silicon processors. The
hardware/software co-design and synthesis community has
potentially much to contribute in solving these new chal-
lenges introduced by dark silicon and, in particular, hetero-
geneous computing. In this paper, we identify and highlight
some of these critical challenges, and outline some of our
early research efforts in addressing them.

1. INTRODUCTION
For decades, the Dennard Scaling model (i.e., scaling fea-

ture sizes and voltages by the same factor) has allowed chip
designers to keep power density (i.e., power consumption per
unit area of silicon) constant when moving from one technol-
ogy node to another. More recently, however, the exponen-
tial dependence of leakage power consumption on thresh-
old voltage has constrained further threshold- and supply-
voltage scaling. As a result, the power density is now in-
creasing with technology scaling, such that it can no longer
be cooled down in cost effective ways considering the physical
limitations imposed by cooling technologies and packaging.
This gives rise to the so-called Dark Silicon problem [6,7,36].

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are not
made or distributed for profit or commercial advantage and that copies bear
this notice and the full citation on the first page. Copyrights for components
of this work owned by others than ACM must be honored. Abstracting with
credit is permitted. To copy otherwise, or republish, to post on servers or to
redistribute to lists, requires prior specific permission and/or a fee. Request
permissions from Permissions@acm.org
ESWEEK’14, October 12-17, 2014, New Delhi, India.
Copyright 2014 ACM 978-1-4503-3051-0/14/10 ...$15.00.
http://dx.doi.org/10.1145/2656075.2661645.

Dark silicon refers to the constraint that a significant frac-
tion of transistors on a chip cannot be powered-on at the
nominal voltage for a Thermal Design Power (TDP) budget
and have to remain dark, i.e., power-gated. The TDP is the
maximum power budget supplied to a chip while keeping
the chip temperature below the thermal safe temperature
(Tsafe). In case the TDP is exceeded, the chip temperature
will start rise beyond the cooling capacity, resulting in either
thermal run-away or activation of dynamic thermal manage-
ment (DTM) mechanisms that will throttle the chip. Using
technology data from ITRS and Intel, prior studies [6,7] have
predicted that at the 8 nm technology node, 50%-80% of the
chip area will be dark for both CPU and GPU-based systems
executing massively parallel workloads.

Given this scenario, the question posed for the architec-
ture, design automation, and hardware/software co-design
communities is: can the (over)abundance of transistors on
dark silicon chips be harnessed to improve important design
metrics like performance, energy/power efficiency or even re-
liability under TDP constraints [32], and if so, how? Recent
work in this context has explored dark silicon chip with:
(i) a multitude of application-specific and general purpose
accelerators [4, 19], (ii) exploiting (micro-)architectural het-
erogeneity [1, 6, 37] and (iii) near-threshold computing (i.e.
operating at a very low voltage to power-on more cores) [14].
Moreover, the available dark silicon can also be leveraged to
mitigate reliability threats in the nano-era [15, 27, 32] that
include soft errors, aging and process variations [8, 9]. In
all the instances above, the key idea is to overprovision
the chip with heterogeneous computing resources — for in-
stance, application-specific accelerators or cores with differ-
ing power, performance and reliability characteristics — and
to select the subset of computing resources at run-time that
maximize the desired objective within the TDP budget.

In fact, problems relating to the design and run-time ma-
magement of heterogeneous computing platforms have been
extensively addressed by the hardware/software co-design
and systems synthesis communities, particularly in the con-
text of application-specific multi-processor systems on chip
(MPSoCs). Motivated by the dark silicon challenge, het-
erogeneity is now beginning to find a foothold in general-
purpose processor architectures including some commercially
available chips like the ARM big.LITTLE processor. How-
ever, because the general-purpose computing domain is sub-
stantively different from the application-specific domain (fo-
cus on providing best-effort versus worst-case performance
guarantees, lack of well-defined application performance mod-



els, greater application diversity to name a few), existing so-
lutions cannot simply be reused and new methodologies are
required.

In this paper, we identify some critical challenges intro-
duced by dark silicon and highlight promising solutions to
these challenges, with a specific focus on the design and
run-time management of future generation heterogeneous
dark silicon processors. Our broader goal is to spur greater
awareness and discussion of these challenges in the hard-
ware/software co-design and systems synthesis community,
and to position the dark silicon problem as one that this
community can have a large impact on solving.

1.1 Critical Challenges in the Dark Silicon Era
To fully exploit the the abundance of transistors in the

dark silicon era using heterogeneity, the following critical
challenges must be addressed:

1. Heterogeneous Architecture Synthesis and Design
Space Exploration Challenge: At design time, the
challenge is how to optimally synthesize a chip given a
library of heterogeneous cores and application-specific ac-
celerators, in other words, how many cores and acceler-
ators of each type should the processor be provisioned
with? The constraints are the total chip area, TDP and
peak temperature while the optimization objectives can
include performance, energy-efficiency and even reliabil-
ity. Since the design space is large, automated algorithms
are to efficiently navigate this design space and provide
high-quality solutions. In Section 2.1, we will discuss one
such approach to address this challenge.

2. On-chip Network Design Challenge: A second de-
sign time challenge that emerges is how to effectively in-
terconnect the large number of heterogeneous processing
elements (cores and accelerators) on the chip. Compared
to conventional processors, only a subset of the process-
ing elements are simultaneously active in a dark silicon
processor and this subset changes with time, giving rise
to the need for a highy adaptive NoC. In Section 2.2, we
will discuss one solution for an adaptive NoC that is itself
heterogeneous and leverages the abundance of transistors
on the chip.

3. Run-time Power and Thermal Management Chal-
lenge: Given a diverse set of heterogeneous computation
and communication resources on the chip and TDP/thermal
constraints, the run-time systems needs to perform effi-
cient power and thermal management in order to max-
imize performance under TDP/thermal constraints. In
conventional chips without dark silicon, maximizing per-
formance within a TDP/thermal constraint involves sim-
ply activating all cores. On the other hand, to maximize
performance for dark silicon processors, the run-time sys-
tem must determine which processing elements to activate
(the others remain dark) and the power state of process-
ing element. In fact, as we will discuss, this problem is
challenging even if all cores on the chip are homogeneous
(see Section 2.4). In addition, in Section 2.3 we will dis-
cuss potential solutions for heterogeneous processors such
as the ARM big.LITTLE.

4. Reliability and Variability Challenge: Although ex-
ecution time, throughput, power and energy are typically
thought of as the most important metrics of system per-
formance, reliability and predictability have become in-
creasingly important metrics in the nanoscale era. There-

fore, another important question is whether the the addi-
tional transistors available on dark silicon processors can
be used to increase reliability or to combat the impact
of manufacturing process variations. For instance, some
existing chips already use redundancy to address manu-
facturing defects by provisioning a chip with redundant
cores. In Section 2.5, we discuss how in-field faults and
aging mechanisms, and parametric process variations can
also be addressed.

2. DESIGN AND RUN-TIME MANAGEMENT

OF HETEROGENEOUS DARK SILICON

PROCESSORS
Fig. 1 shows a heterogeneous dark silicon processor along

with its hardware and software layers: the hardware layer
consists of processing cores (organized as “tiles”) and the
interconnect, while the software layer consists of the appli-
cations and the run-time system that maps and schedules
applications and controls the power states of the hardware
components.

Hardware Layer.
As shown in Fig. 1, each tile on the chip is potentially het-

erogeneous. We refer to these tiles as Heterogeneous Tiles
(HTs). The heterogeneity can take one of many forms, which
we enumerate below. Note that list is by no means exhaus-
tive, and other forms of heterogeneity can also be incorpo-
rated.

1. Functional heterogeneity that exists in the form of pro-
cessing engines with very different functional behaviors
such as general-purpose cores, GPU, and special purpose
accelerators.

2. Micro-architectural heterogeneity that is provided by cores
with the same instruction-set architecture (ISA) — we re-
fer to these as iso-ISA cores — but diverse power-performance
characteristics. For example, one of the tiles in Fig. 1
contains two clusters of general-purpose cores: a clus-
ter of small cores with simple but power-efficient micro-
architecture and a cluster of big cores with complex but
power-hungry micro-architecture. The small and the big
cores share the same ISA, that is, the same binary exe-
cutable can run on both types of cores albeit with different
power-performance behavior.

3. On-chip interconnect heterogeneity that is provided by
the existence of multiple parallel interconnection networks
with different router micro-architecture (as shown in Fig. 1)
and even network topology. Depending on the scenario,
only one is active at any point in time while the others
are dark.

4. Reliability heterogeneity that is provided by the cores with
the same ISA but diverse reliability characteristics, i.e.,
cores that are protected against certain failure mecha-
nisms, like soft-errors, to different degrees. The “Reliabil-
ity Tile” in Fig. 1 contains eight different types of cores
where different part of the cores (the pipeline, cache, reg-
ister file, etc.) are protected using triple-modular redun-
dancy (TMR) (see legend in Fig. 1).

5. Technology heterogeneity that results from using different
device technologies for each component, for instance, one
tile can be implemented using standard CMOS technology
while another tile can be implemented using CMOS com-
patible steep-slope devices. Different device technologies
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Figure 1: Hardware-software co-design for dark silicon processors.

have very different power and performance characteris-
tics; for instance, steep-slope devices have lower leakage
power than conventional CMOS, but are also slower.

6. Process variation induced heterogeneity that arises not
from design intent, but as a consequence of the inherent
randomness in the manufacturing process. As a conse-
quence, even two identical cores or tiles on the chip (that
is, identical by design) can have very different maximum
operating frequency and leakage power dissipation values.

In addition to the forms of heterogeneity discussed above,
a heterogeneous dark silicon processor typically consists of
many voltage islands, for instance, one corresponding to each
HT or group of HTs. For example, the recent Samsung
Exynos 5410 Octa SoC [34] that powers Samsung Galaxy
S4 devices integrates high performing, complex, out-of-order
ARMCortex-A15 and energy-efficient, simple, in-order ARM
Cortex-A7 cores (ARM big.LITTLE architecture [12]) along
with a GPU and multiple accelerators on the same chip.
The Cortex-A7 cluster, Cortex-A15 cluster, and the GPU
each have their own independent voltage islands.

Software Layer.
In a heterogeneous dark silicon processor, there may ex-

ist multiple run-time contexts, each satisfying the given TDP
and thermal constraints but with very different performance,
reliability and spatio-thermal characteristics. A run-time
context denotes a set of cores or HTs that are active, their
locations, temperature, V/F-level, and the active NoC layer.
In addition, for a given context, the following decisions need
to be made: (i) how to parallelize each application, i.e., the
number of parallel threads which we will refer to its degree-

of-parallelism (DoP); and (ii) mapping of threads to active
cores. All of the decisions above are made by a run-time sys-
tem manager that is typically implemented in software (in
the operating system) or potentially, jointly between hard-
ware and software.

In the following, we will discuss our preliminary ideas on
addressing the four challenges that we highlighted in Sec-
tion 1.1 in the context of the prototypical heterogeneous dark
silicon processor that we described above. In particular, we
start by addressing the automatic synthesis and design space
exploration challenge.

2.1 Synthesis and Design Space Exploration
of Heterogeneous Dark Silicon Processors

The synthesis challenge for heterogeneous dark silicon pro-
cessors is to optimally provision a chip with heterogeneous
computational resources which can, in general, include accel-
erators, and functionally and/or micro-architecturally het-
erogeneous processing cores. We begin with a restricted
version of the synthesis problem in which we only consider
micro-architecturally heterogeneous cores in our component
library.

The problem overview is shown in Figure 2: along with a
library of micro-architecturally heterogeneous cores, we are
given a set of multi-threaded benchmark applications (se-
quential, single-threaded applications are a special case and
thus easily incorporated in this framework), a chip area bud-
get and a TDP constraint. The goal is to minimize execution
time, averaged over the benchmark suite.

For this synthesis problem, one approach is to assume that
each application will execute with a static, user specified
DoP. However, allowing each application to execute with its



Figure 2: Overview of the architecture synthesis problem for
heterogeneous dark silicon processors. Figure reproduced
from [38].

own optimal DoP provides further opportunities for opti-
mization, particularly for a heterogeneous dark silicon pro-
cessor. For instance, an application could execute with low
DoP on a small number of high power/performance cores, or
with high DoP on a larger number of low power/performance
cores. While the power consumption in both scenarios might
be identical, the execution time can be very different.

The introduction of the DoP knob results in two new chal-
lenges, as highlighted below.

• First, the optimal DoP and the optimal mapping of threads
to cores depend on the number of cores of each type in
the synthesized heterogeneous processor, resulting in a
“chicken-and-egg” problem (should the number of cores of
each type be determined first or the DoP of each bench-
mark?).

• Second, analytical model for the execution time of an ap-
plication that are functions of both its DoP and mapping
of threads to (heterogeneous) cores are lacking. If avail-
able, such a model can then be plugged into a a mathemat-
ical optimization formulation of the synthesis problem.

In recent work, we have taken the first step towards ad-
dressing the challenges mentioned above [38]. We observe,
as others have, that the execution time of an application as a
function of its DoP is governed by Amdahl’s Law [10] which
splits up execution into serial and parallel phases. Parallel
phases are sped-up proportional to DoP while serial phases
are unaffected. Furthermore, we observe that in the het-
erogeneous setting, each thread in a parallel phase can be
mapped to a core of a different type — consequently, the ex-
ecution time of the parallel phase will be determined by the
slowest thread. Together, these observations allow us to de-
termine a simple but accurate analytical model for execution
time as a function of DoP and thread to core mapping. We
have verified the validity of our model across a wide range
of multi-threaded benchmark applications.

The proposed analytical model enables an integer-linear
programming (ILP) formulation of the heterogeneous multi-
core synthesis problem that synergistically optimizes the DoP
and thread to core mapping for each application. Empiri-

Figure 3: Performance improvement as a function of chip
area (and the percentage dark silicon) for the same TDP.
Figure reproduced from [38].

cally, however, we find that the ILP solver converges slowly,
even for relatively small problem instances Instead, we pro-
pose an iterative procedure that first keeps DoP fixed and
optimizes the number of cores of each type, and then opti-
mizes DoP. This repeats till convergence, or till the improve-
ment in execution time saturates. We have show that this
iterative process generates high-quality solutions while being
significantly faster than the ILP approach.

An interesting consequence of the proposed approach is
that we can now study the design space of heterogeneous
dark silicon processors. For instance we can answer ques-
tions like: how much does performance improve as chip area
is improved, while keeping the TDP the same? This is shown
in Figure 3 (more details on the experimental set-up can be
found in [38]). The key observation is that the performance
benefits are quite significant at first, but saturate with in-
creasing chip area. This suggests that micro-architecturally
heterogeneity alone is not itself sufficient to best utilize the
abundance of transistors in the dark silicon era.

Of course, there still remain several open challenges. For
instance, the performance models we proposed for multi-
threaded applications are only accurate for data parallel work-
loads, but not for pipeline or thread-pool based parallelism.
In addition, our performance metric, i.e., execution time, is
not appropriate for server settings where new jobs are con-
tinuosly arriving and the queueing delay jobs must be taken
into account (our recent paper [26] sheds more light on this
setting). Finally, automated synthesis techniques must be
extended to incorporate not only processing cores, but also
accelerators, reconfiurable logic and GPUs.

2.2 Heterogeneous Networks-on-Chip for Dark
Silicon

Having discussed heterogeneity in the context of the com-
putational resources on the chip, we now discuss hetergoe-
neous communication fabrics for dark silicon processors. In
particular, we will describe a novel NoC architecture, named
darkNoC [2], where multiple network layers consisting of
architecturally identical routers, but optimized to operate
within different voltage and frequency ranges during synthe-
sis are used. Only one network layer is active at a given time
while the rest of the network layers are dark (deactivated).
We will show that a heterogeneous NoC is another way to



leverage the “spare” transistors on a dark silicon chip to ei-
ther increase performance within a TDP. Alternatively, it
can be used to reduce communication power without sacrific-
ing communication latency and throughput, thus providing
a larger share of the TDP to the computational components.

Most fabrication foundries characterize cell libraries for
various gate threshold voltage (Vt) values such as normal
Vt (NVt), Low Vt (LVt), and High Vt (HVt). LVt cells can
switch at a much faster speed than HVt cells. However, LVt
cells can be up to 5× leakier than their HVt counterparts.
Modern CAD tools exploit the power-delay characteristics of
multi-Vt cell libraries and slacks in path delays to synthesize
power efficient circuits [13].

We exploited the multi-Vt circuit optimization available
in CAD tools to synthesize architecturally identical NoC
routers for a set of target VF levels: [1GHz, 0.9V], [750
MHz, 0.81V], [500 MHz, 0.81V] and [250 MHz, 0.72V]. Fig-
ure 4 reports the network power for operation at [500 MHz,
0.81V] and [250 MHz, 0.72V]. We can observe that for oper-
ation at [500 MHz, 0.81V], the NoC designed particularly for
[500 MHz, 0.81V] VF level is on average 35% and 16% more
power efficient than applying DVFS on a NoC designed for
[1GHz, 0.9V] and [750 MHz, 0.81V], respectively. Similar
observations can be made for other modes of operation as
well. This observation shows that, unlike traditional NoC
with a single layer of routers, it may be beneficial in terms
of power to have multiple layers of routers in a NoC such
that each layer is optimized for a particular VF level.

The darkNoC contains different logical network layers,
where each layer is optimized at design-time to operate in
a certain VF range. That is, multi-Vt circuit optimization
of CAD tools is used to optimize all the routers of a net-
work layer for a particular VF range. All the layers in
the darkNoC are managed by a hardware-based darkNoC
Layer Manager (dLM ). The function of the dLM is to switch
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Figure 4: NoC Power for Transpose Traffic for a)(left)[500
MHz, 0.81V] VF level, b)(right) [250 MHz, 0.72V] VF
level [2]
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between network layers when directed by the system-level
DVFS manager. At each network node, multiple routers are
managed by a local hardware-based darkRouter Manager
(dRM ) which controls the power-gating and port enabling
signals for each router.

The switch-over between network layers is an important
design requirement for our darkNoC architecture. The main
challenges are: a) the lossless data communication property
of packet-switched buffered NoC should be preserved, b) the
switch-over mechanism should be transparent to software,
and c) the switch-over mechanism should be efficient in terms
of time and energy overhead. In our solution, the darkNoC
Layer Manager (dLM ) and the darkNoC Router Managers
(dRMs) autonomously coordinate with each other to realize
a switch-over mechanism with the aforementioned require-
ments. In fact, on average, the switch-over procedure on
average takes only 200 and 600 cycles ĩn 4×4 and 8×8 mesh
NoC, respectively.

At runtime, the NoC power manager monitors various ap-
plication characteristics to decide the required VF level. If
the NoC power manager decides to switch to i-th VF level
and there is a network layer optimized for i-th VF level, then
the NoC power manager initiates a switch-over to that par-
ticular network layer. On the other hand, if there is no net-
work layer optimized for i-th VF level, then the NoC power
manager can decide to switch-over to the network layer opti-
mized for the closest yet higher VF level, and will scale VF of
the selected network layer. For example, in darkNoC1 con-
figuration (see Fig. 6), if the NoC power manager decides
to operate NoC at [250 MHz, 0.72V], then the [750 MHz,
0.81V] network layer will be scaled down to operate at [250
MHz, 0.72V] rather than the [1 GHz, 0.9V] network layer.

For evaluation, we used different NoC configurations in
our full system simulations, which are as follows:

• baselineNoC: Traditional NoC with router designed for
[1Ghz,0.9V]

• darkNoC1: darkNoC with 2 VF-optimized network layers
for [1GHz, 0.9V] and [750MHz, 0.81V]

• darkNoC2: darkNoC with 2 VF-optimized network layers
for [1GHz, 0.9V] and [500MHz, 0.81V]

• darkNoC3: darkNoC with 3 VF-optimized network layers
for [1GHz, 0.9V], [500MHz, 0.81V], and [500MHz, 0.81V]

For darkNoC evaluation, we performed experiments on a
16-core mesh NoC-based dark silicon manycore processor.
We used two step system simulation methodology where
memory access trace of each application executing on a pro-
cessor is collected from Xtensa instruction set simulator.
These memory access traces are then simulated through a
closed loop cycle-accurate NoC and DRAM simulator. Our
NoC simulator also modeled different VF levels accurately
for the NoC. We used eight applications from Mediabench
suite and created diverse multi-programmed application mixes
(AM). We created two designs of NoC power managers
based upon the application requirements: DVFS-1 with a
target performance loss of 15% and DVFS-2 with a target
performance loss of 10%. based on technique introduced by
Chen et al. [3].

Fig. 6 reports the savings in NoC EDP for the four appli-
cation mixes, four NoC configurations discussed above and
two NoC power managers. Overall, darkNoC configurations
provide significant improvement in EDP over baselineNoC,
indicating that a significant increase in energy efficiency can
be obtained at the expense of NoC transistor count and sil-
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Figure 6: darkNoC Energy-Delay Product (EDP) normal-
ized with respect to a baseline NoC operating at highest VF
level [2].

icon area. However, since dark silicon architectures are pri-
marily power and thermally constrained, such a trade-off is
indeed desirable.

2.3 Run-time Power Management for Hetero-
geneous Dark Silicon Processors

Runtime management of heterogeneous dark silicon many-
core processors is notably more complex compared to the
homogeneous manycore architectures simply because of mul-
tiple iso-TDP run-time contexts and the spectrum of choices
available for power-performance optimization as well as the
thermal constraints. The ultimate objective of an overar-
ching solution that would work for a generic heterogeneous
dark silicon processor as shown in Fig. 1 presents several
exciting research opportunities for the next decade.

To give an idea of the kinds of solutions that are required,
we focus in this section on so-called clustered processor ar-
chitectures. Such processors consist of multiple clusters of
processing elements — each cluster has processing elements
of the same type, but the clusters are different from each
other. For example, the “accelerator tile” in Figure 1 can
be thought of as a clustered processor, with two clusters of
general purpose cores, a cluster of accelerators and a GPU
cluster. Each cluster has its own voltage island.

5The Cortex-A7 cluster, Cortex-A15 cluster, and the GPU
each have their own independent voltage islands.

The heterogeneity of the cores along with the voltage-
frequency setting of each cluster opens up a gamut of choices
and trade-offs for efficient application execution. Let us
first closely investigate the constraints that need to be en-
forced before proceeding to detail the available mechanisms
or choices for power management. First, the dark silicon era
implies that the chip has to operate under a strict TDP con-
straint; running all the clusters at the highest frequency level
will violate the safe thermal thresholds. Thus the power bud-
get has to be judiciously allocated to the different clusters
at runtime depending on the operating conditions and the
current applications. Secondly, the applications, especially

on mobile platforms such as smartphones, demand a certain
performance level or quality-of-service (QoS) that need to be
satisfied as best as possible while maintaining the power be-
low the TDP. Finally, for battery-operated devices, energy is
a first-class design consideration. These constraints render
the runtime management decidedly challenging.

We now introduce the knobs exposed for power manage-
ment in a heterogeneous architecture. First of all, we may
employ per-cluster dynamic power management (DPM) and
dynamic voltage-frequency scaling (DVFS). With DPM, a
cluster is switched to low-power state when idle leading to
drastically reduced energy consumption. But switching to/from
low-power state incurs non-negligible time and energy over-
head and hence such state switching should be performed
with care. DVFS allows the voltage and the clock frequency
to be set to one of the available discrete levels to trade time
for energy. The power budget for each cluster essentially de-
termines its power state and the frequency level. Thus we
need a coordinated power management strategy across the
clusters so as to meet the performance demands of the cur-
rently executing applications under the thermal constraint.
For example, [3] [24] demonstrates the advantages of a col-
laborative CPU-GPU DVFS management approach as op-
posed an independent approach in the context of high-end
mobile 3D games.

The core-level functional and power/performance hetero-
geneity present additional mechanisms for power-performance
trade-off. For example, a programming framework such as
OpenCL [35] enables collaborative execution of a single data-
parallel kernel across the CPU and the GPU [23]. The run-
time layer needs to orchestrate the execution by partitioning
the workload between the CPU and the GPU so as to achieve
the best energy-performance objective while respecting the
thermal constraints. The dark silicon aware runtime man-
agement system is also responsible for mapping each task
to the most appropriate core (small or big) at runtime. Fi-
nally, an application may have distinct phases that may ben-
efit from different core complexity and the runtime system
should perform migration to take advantage of the hetero-
geneity in improving energy-efficiency.

In summary, the runtime power management of a het-
erogeneous dark silicon processor involves task partition-
ing, task mapping, and task migration in conjunction with
DVFS and DPM per-cluster with the objective of maximiz-
ing energy-efficiency of the entire system while enforcing
TDP and QoS constraints.

The first step towards identifying the appropriate core that
fits an application or the phase of an application is to esti-
mate the power-performance behavior of the application on
cores with different micro-architectural complexity and at
different voltage-frequency level. This estimation is chal-
lenging, as the cores can be dramatically different in terms
of micro-architecture — not just in the pipeline organiza-
tion but also in terms of memory hierarchy and the branch
predictors. A solution is proposed in [25] overcomes these
challenges through a combination of static (compile time)
program analysis, mechanistic modeling, which builds an
analytical model from an understanding of the underlying
architecture, and empirical modeling, which employs statis-
tical inference techniques like regression to create an analyt-
ical model.

Given the power-performance estimation models, the op-
erating system (runtime layer) needs to make decisions re-
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Figure 7: Dark silicon TDP constraint aware power man-
agement policy (“Our Policy”) compared to the stock Linux
scheduler for different workloads and different TDP con-
straints.

garding the initial mapping of an application to the ap-
propriate core as well as migrating the application across
cores in case of phase-change behaviour within the applica-
tion at a later point in time. The task mapping and mi-
gration have to be carefully orchestrated with the cluster-
level DPM and DVFS to reach the full performance po-
tential of the application without transgressing the thermal
bounds. A hierarchical control-theory based power manage-
ment framework is introduced in [21] that employs multiple
PID controllers (one for each cluster and one for each ap-
plication) in a synergistic fashion and manages to achieve
optimal power-performance efficiency while respecting the
TDP budget. The drawback of this approach is the poor
scalability with increasing number of clusters as a central-
ized component allocates the power budget to the different
clusters. To solve these issues, a comprehensive, unified, dis-
tributed, and scalable power management strategy is pro-
posed in [20]. It is based on price theory that strictly follows
the supply-demand based market mechanisms to select the
core for each task and the frequency-level for each cluster.
When the supply from the core (defined by the core type and
its frequency) is equal to the demand of the task (defined in
terms of QoS), the system reaches stability and is working at
the most energy-efficient point. Otherwise, frequency scal-
ing and/or task migration have to be invoked to achieve the
supply-demand equilibrium.

Fig. 7 shows the impact of the runtime management layer
that is aware of the TDP constraints imposed by the dark
silicon era. We compose four different workloads (W1, W2,
W3, W4) consisting of multiple soft real-time applications
running on heterogeneous multi-core architecture with three
simple ARM Cortex A7 cores and two complex ARM Cortex
A15 cores. The figure shows the average deadline miss rate
of the workload with standard Linux that is not aware of
the TDP constraint and our modified version of Linux that
schedules workload and manipulates frequency based on the
TDP constraint. We experiment with no thermal constraint
and TDP constraint of 4W and 6W, respectively. When the
total power exceeds the TDP constraint, the system auto-
matically powers down the cores to keep the power within
the constraint. Clearly, the stricter the TDP constraint, the

(a) TDP= 215 W Tsafe=80 ° C 
Tpeak = 83 ° C Pused = 211W 
#active cores = 32 @2.6Ghz 

(b) TDP= 215 W Tsafe=80 ° C 
Tpeak = 78 ° C Pused = 200W 
#active cores = 32 @2.6Ghz 

(c) TDP= 215 W Tsafe=80 ° C 
Tpeak = 80 ° C Pused = 219W 
#active cores = 32@2.6GHz + 6@ 1.8GHz 

Figure 8: Dark Silicon Patterning: Illustrating the impact of
dark silicon decisions on the thermal profile and performance
boosting of the chip.

higher the deadline miss rates for both policies. But our
TDP-aware runtime management fares much better in meet-
ing the performance demand compared to stock Linux that
is agnostic to the TDP constraint. This demonstrates the
urgent need for sophisticated runtime management policies
for the dark silicon processors

2.4 Run-Time Thermal Management for Dark
Silicon Processors

As mentioned above, new run-time power management
policies need to be devised to ensure that heterogeneous
dark silicon processors operate within their TDP budgets.
Of course, the TDP constraint itself (in units of power con-
sumption) is merely a conservative way of ensuring that the
maximum chip temperature does not exceed safe limits. As
opposed to dynamic power management, dynamic thermal
management directly tries to ensure that the chip tempera-
ture always remains below the safe temperature, Tsafe.
Although dynamic thermal management has been exten-

sively studied for conventional chips, the problem acquires
an added dimension in the dark silicon era. Particularly, un-
like conventional chips where only one TDP mode is available
(i.e. all cores are powered-on at full voltage-frequency), dark
silicon processors exhibit multiple TDP modes (i.e. a differ-
ent set of cores may be powered-on) that result in starkly dif-
ferent thermal profiles. To illustrate this fact, we first define
Dark Silicon Patterning as the spatial and temporal shut-
down of on-chip resources while aiming at minimizing peak
temperature and respecting the TDP constraint. Our exper-
imental analysis in Figure 8 (for a 64-core chip, TDP=215
W) illustrate that different dark silicon patterns result in dif-
ferent thermal profiles even for the same set of concurrently
execution applications and same number of active cores at
the full voltage-frequency setting. This is because of the
improved heat dissipation due to the “dark cores”. A re-
duced peak temperature allows supplying more power (i.e.
beyond TDP) while still keeping the temperature within the
safe operating limits. Note that TDP is specified regardless
the number and positions of active cores. Therefore, differ-



ent application mapping decisions together with dark silicon
patterning also affect the chip thermal profiles.

Fig.8 shows three different thermal profiles generated by
different mappings. In the first two cases, i.e. Fig.8 (a)
and (b), only 32 cores are powered-on while others are kept
dark (i.e. power-gated). In case of contiguous dark cores,
(Fig.8 (a)), the power density and temperature are high near
the chip center. Moreover, even power is within the TDP
bounds, the peak temperature violates the safe temperature
constraints in this particular experiment. However, a better
dark dilicon pattern (Fig.8 (b)) alleviates the power densities
through efficient heat dissipation and contributes towards
lowering the peak temperature. The temperature headroom
is then exploited to power-on more cores to boost the perfor-
mance as shown in Fig.8 (c). It is important to note that in
case of dependent threads, decision of dark silicon patterning
needs to account for the communication overhead between
different threads in a distributed memory paradigm.

In short, dark silicon Patterning introduces new oppor-
tunities to optimize the thermal profile and/or performance
boosting by choosing amongst one of many available TDP
modes. However finding an appropriate dark silicon pattern
and corresponding application mapping are open research
problems.

The above discussion and experiments in Fig.8(c) also hint
that the traditional notion of TDP specification is too pes-
simistic, thus requiring for novel power budgeting methods.
In [22], we proposed the Thermal Safe Power (TSP) as a
fundamentally new power budgeting concept which provides
safe power constraint values as a function of the number of
active cores without triggering DTM and keeping tempera-
ture within safe operating limits. It alleviates the pessimistic
bounds of TDP and thereby enables hardware/software de-
signers to explore new techniques for performance improve-
ments at different abstraction layers in the dark silicon era.
In [22], we also compare it with Intel’s Turbo Boost over a
constant power budget per-chip [11, 31]. The algorithms to
compute TSP are implemented as an open-source tool avail-
able for download1.

2.5 Addressing Reliability and Variability
Although it is typically assumed that dark silicon pro-

cessors will be provisioned with heterogeneous accelerators
and cores to improve performance and energy-efficiency, the
abundance of transistors on the chip can also be exploited to
enhance reliability and address the impact of process varia-
tions.

Looking at reliability first, we note that the conventional
solution to protect the execution of an application from soft-
errors is the use of TMR at the architecture level. How-
ever, providing full-scale redundancy incurs significant power
overhead. In our previous studies [28, 29, 30, 33] we have
shown that different applications exhibit dissimilar instruc-
tion profiles and correspondingly different vulnerabilities to
soft errors. Moreover, due to their varying data and control
flow properties these applications have distinct inherent re-
silience, i.e., error masking properties. Therefore, not all ap-
plications require full TMR and it may be beneficial to design
iso-ISA cores with different reliability, power/performance,
and area properties. These so-called reliability-heterogeneous
cores provide power versus reliability tradeoffs and range
from a fully-protected core to partially-protected cores (i.e.

1 http://ces.itec.kit.edu/download

only pipeline, register file or cache or a combination of these
is protected) to the unprotected/baseline core as shown in
Figure 9. In [15, 16, 17, 18] we have developed different de-
signs of such reliability-heterogeneous cores that can be used
to generate a library.
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Figure 9: Comparison of iso-ISA reliability-heterogeneous
cores (LEON3) without protection and with full protec-
tion [15].

Given a library of such reliability-heterogeneous cores, the
first challenge is the architectural synthesis challenge similar
to the one described in Section 2.1, but with an added fo-
cus on reliability. In [15], we have formulated this problem
as a Bounded Knapsack Problem and developed a polyno-
mial time algorithm to synthesize target processors. Fig. 10
(left-side) shows two steps for obtaining an example example
darkRHP template.

The next challenge is to design a dark silicon aware run-
time system that dynamically manages the reliability of con-
currently executing multi-threaded applications under the
TDP/thermal constraints. Fig. 10 (see right-side) illustrates
example run-time scenarios where only a subset of reliability-
heterogeneous cores is powered-on, while other cores are kept
dark — we describe the design of such a run-time manager
in [15]. Our experimental results show that that significant
improvement in reliability can be obtained using the pro-
posed techniques.
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Figure 10: Example for design-time customization (left) and
different run-time contexts with two types of cores (right).

Besides reliability, the availability of spare transistors in
the dark silicon era provides another opportunity to address
a major problem with technology scaling — the impact of
manufacturing process variations. As a consequence of pro-
cess variations, even identical cores on the same chip can
have very different leakage power consumption and operat-
ing frequency [5]. In other words, process variations intro-
duce unintended heterogeneity between cores on the same
chip. By provisioning a chip with more cores than can be
simultaneously powered on, one can therefore pick the best



subset of cores that maximized performance within the chip
TDP, while keeping the others dark. We refer to this idea
as cherrypicking [27]. In our previous work, we have shown
that by over-provisioning a chip with redundant cores, more
than 30% increase in performance is achievable over a large
suite of multi-threaded benchmark applications.

3. CONCLUSION
In this paper, we have highlighted some key challenges

that must be addressed to mitigate the so-called dark sil-
icon problem, a potentially major hurdle for future tech-
nology scaling and transistor integration. In particular, we
have focused on the design, automated synthesis and run-
time management of heterogeneous dark silicon processor
architectures, and highlighted some early research efforts
that attempt to leverage heterogeneity in order to increase
performance, energy-efficiency and reliability within Ther-
mal Design Power (TDP) and safe operating temperature
(Tsafe) constraints. Nonetheless, several fundamental chal-
lenges still remain to be addressed, and it is our belief that
the hardware/software co-design and systems synthesis com-
munity is key in solving these challenges.
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