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Objectives 

• To give a flavor of bioinformatics problems where 
data mining and machine learning are applicable

• To highlight adaptations that are necessary for 
data mining and machine learning techniques to 
be successfully applied in bioinformatics
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Plan 

• Genomic sequence feature discovery

• Protein function predictiom

• Protein complex prediction

• Syntenic gene cluster determination

• Drug pathway inference

Guest lecture for CS6220, 6 Nov 2007

Gene Feature Recognition
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What is a gene?
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...AATGGTACCGATGACCTG... ...TRLRPLLALLALWP...
...AAUGGUACCGAUGACCUGGAGC...

Central Dogma
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Translation Initiation Site
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A Sample cDNA

• What makes the second ATG the TIS?

299 HSU27655.1 CAT U27655 Homo sapiens

CGTGTGTGCAGCAGCCTGCAGCTGCCCCAAGCCATGGCTGAACACTGACTCCCAGCTGTG      80
CCCAGGGCTTCAAAGACTTCTCAGCTTCGAGCATGGCTTTTGGCTGTCAGGGCAGCTGTA     160
GGAGGCAGATGAGAAGAGGGAGATGGCCTTGGAGGAAGGGAAGGGGCCTGGTGCCGAGGA     240
CCTCTCCTGGCCAGGAGCTTCCTCCAGGACAAGACCTTCCACCCAACAAGGACTCCCCT
............................................................    80
................................iEEEEEEEEEEEEEEEEEEEEEEEEEEE 160
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE    240
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE
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Approach 

• Training data gathering
• Signal generation

– k-grams, distance, domain know-how, ...
• Signal selection

– Entropy, χ2, CFS, t-test, domain know-how...
• Signal integration

– SVM, ANN, PCL, CART, C4.5, kNN, ...
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Training & Testing Data 

• Vertebrate dataset of Pedersen & Nielsen [ISMB’97]

• 3312 sequences
• 13503 ATG sites
• 3312 (24.5%) are TIS
• 10191 (75.5%) are non-TIS
• Use for 3-fold x-validation expts
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Signal Generation

• K-grams (ie., k consecutive letters)
– K = 1, 2, 3, 4, 5, …
– Window size vs. fixed position
– Up-stream, downstream vs. any where in window
– In-frame vs. any frame
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Signal Generation: An Example

• Window = ±100 bases
• In-frame, downstream

– GCT = 1, TTT = 1, ATG = 1…
• Any-frame, downstream

– GCT = 3, TTT = 2, ATG = 2…
• In-frame, upstream

– GCT = 2, TTT = 0, ATG = 0, ...

299 HSU27655.1 CAT U27655 Homo sapiens

CGTGTGTGCAGCAGCCTGCAGCTGCCCCAAGCCATGGCTGAACACTGACTCCCAGCTGTG 80
CCCAGGGCTTCAAAGACTTCTCAGCTTCGAGCATGGCTTTTGGCTGTCAGGGCAGCTGTA 160
GGAGGCAGATGAGAAGAGGGAGATGGCCTTGGAGGAAGGGAAGGGGCCTGGTGCCGAGGA     240
CCTCTCCTGGCCAGGAGCTTCCTCCAGGACAAGACCTTCCACCCAACAAGGACTCCCCT
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Too Many Signals

• For each value of k, there are 4k * 3 * 2 k-grams

• If we use k = 1, 2, 3, 4, 5, we have 24 + 96 + 384 + 
1536 + 6144 = 8184 features!

• This is too many for most machine learning 
algorithms
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Signal Selection (Basic Idea)

• Choose a signal w/ low intra-class distance
• Choose a signal w/ high inter-class distance
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Signal Selection (e.g., t-statistics)
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Signal Selection (e.g., χ2)
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Signal Selection (e.g., CFS)

• Instead of scoring individual signals, how about 
scoring a group of signals as a whole?

• CFS
– Correlation-based Feature Selection
– A good group contains signals that are highly 

correlated with the class, and yet uncorrelated 
with each other
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Sample k-grams Selected by CFS
for Recognizing TIS

• Position –3
• in-frame upstream ATG
• in-frame downstream 

– TAA, TAG, TGA, 
– CTG, GAC, GAG, and GCC

Kozak consensus Leaky scanning

Stop codon

Codon bias?
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Signal Integration

• kNN
– Given a test sample, find the k training samples 

that are most similar to it. Let the majority class 
win

• SVM
– Given a group of training samples from two 

classes, determine a separating plane that 
maximises the margin of error

• Naïve Bayes, ANN, C4.5, ...

20
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Results (3-fold x-validation)

TP/(TP + FN) TN/(TN + FP) TP/(TP + FP) Accuracy

Naïve Bayes 84.3% 86.1% 66.3% 85.7%

SVM 73.9% 93.2% 77.9% 88.5%

Neural Network 77.6% 93.2% 78.8% 89.4%

Decision Tree 74.0% 94.4% 81.1% 89.4%



11

21

Guest lecture for CS6220, 6 Nov 2007 Copyright 2007 © Limsoon Wong

Improvement by Scanning

• Apply Naïve Bayes or SVM left-to-right until first 
ATG predicted as positive. That’s the TIS

• Naïve Bayes & SVM models were trained using 
TIS vs. Up-stream ATG

TP/(TP + FN) TN/(TN + FP) TP/(TP + FP) Accuracy

NB 84.3% 86.1% 66.3% 85.7%

SVM 73.9% 93.2% 77.9% 88.5%

NB+Scanning 87.3% 96.1% 87.9% 93.9%

SVM+Scanning 88.5% 96.3% 88.6% 94.4%

22

Guest lecture for CS6220, 6 Nov 2007 Copyright 2007 © Limsoon Wong

ATGpr

Our
method

Validation Results (on Chr X and Chr 21)

• Using top 100 features selected by entropy and 
trained on Pedersen & Nielsen’s
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Question 

• What would you do if you have to recognize a 
gene feature that has no anchor signal like ATG?

24
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PolyA Signal Site
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Eukaryotic Pre-mRNA Processing

Image credit: www.polya.org
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Poly-A Signals in Human

In contrast to human, PAS in 
Arabidopsis is highly degenerate. E.g., 
only 10% of Arab PAS is AAUAAA!
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Approach on Arab PAS Sites (I)
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Approach on Arab PAS Sites (II)
• Data from Qingshun Li

– 6209 (+ve) seq
– 1581 (-ve) intron 
– 1501 (-ve) coding 
– 864 (-ve) 5’utr

• Feature generation
– 3-grams,  compositional 

features (4U/1N. G/U*7, 
etc)

– Freq of features above in 
3 diff windows: (-110/+5), 
(-35/+15), (-50/+30) 

• Feature selection
– χ2

• Feature integration & 
Cascade
– SVM
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Score Profile Relative to Candidate Sites
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Validation Results
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What have we learned?

• Gene feature recognition applications
– TIS, PAS

• General methodology
– “Feature generation, feature selection, feature 

integration”
• Explicit feature generation
• Explicit feature selection
• Use any machine learning method w/o any form of 

complicated tuning
• Important tactics

– Multiple models to optimize overall performance
– Classifier cascades

32
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Protein Function Prediction
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What is a protein?

• A protein is a large 
complex molecule 
made up of one or 
more chains of amino 
acids

• Protein performs a 
wide variety of 
activities in the cell
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Function Assignment to Protein Seq

• How do we attempt to assign a function to a new 
protein sequence?

SPSTNRKYPPLPVDKLEEEINRRMADDNKLFREEFNALPACPIQATCEAASKEENKEKNR
YVNILPYDHSRVHLTPVEGVPDSDYINASFINGYQEKNKFIAAQGPKEETVNDFWRMIWE
QNTATIVMVTNLKERKECKCAQYWPDQGCWTYGNVRVSVEDVTVLVDYTVRKFCIQQVGD
VTNRKPQRLITQFHFTSWPDFGVPFTPIGMLKFLKKVKACNPQYAGAIVVHCSAGVGRTG
TFVVIDAMLDMMHSERKVDVYGFVSRIRAQRCQMVQTDMQYVFIYQALLEHYLYGDTELE
VT
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An Early Example of Seq Analysis

• Doolittle et al. (Science, July 1983) searched for 
platelet-derived growth factor (PDGF) in his own 
DB. He found that PDGF is similar to v-sis 
oncogene
PDGF-2  1       SLGSLTIAEPAMIAECKTREEVFCICRRL?DR?? 34
p28sis 61 LARGKRSLGSLSVAEPAMIAECKTRTEVFEISRRLIDRTN 100

⇒“Guilt by association” of sequence similarity!

Source: Ken Sung
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Important Unsolved Challenges

• What if there is no useful seq homolog?
• Guilt by other types of association!

– Domain modeling (e.g., HMMPFAM)
– Similarity of dissimilarities (e.g., SVM-PAIRWISE)
– Similarity of phylogenetic profiles
– Similarity of subcellular co-localization & other 

physico-chemico properties(e.g., PROTFUN)
– Similarity of gene expression profiles
– Similarity of protein-protein interaction partners
– Fusion of multiple types of info

38
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Guilt by 
Association 
of Genome 

Phylogenetic
Profiles

• Gene (and hence proteins) with identical patterns 
of occurrence across phyla tend to function 
together

⇒ Even if no homolog with known function is 
available, it is still possible to infer function of a 
protein

Image credit: Ed Marcotte, 
http://apropos.icmb.utexas.edu/plex/tour/isoprenoid.jpg
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Phylogenetic 
Profiling:

How It Works

40
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Phylogenetic Profiling: P-value

No. of ways to distribute z
co-occurrences over N
lineage's

No. of ways to distribute
the remaining x – z and y – z
occurrences over the remaining
N – z lineage's

No. of ways of 
distributing X and Y
over N lineage's 
without restriction

z
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hamming distance X,Y
= #lineages X occurs +

#lineages Y occurs –
2 * #lineages X, Y occur

Phylogenetic Profiling: Evidence
Wu et al., Bioinformatics, 19:1524--1530, 2003

• Proteins having low hamming distance (thus 
highly similar phylogenetic profiles) tend to share 
common pathways Exercise: Why do proteins having high 

hamming distance also have this behaviour?
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Guilt by 
Association 

of Similarity of 
Dissimilarities

• Suppose the diff betw proteins X and proteins A, 
B, C, … are same as those betw Y and A, B, C, …

• Can we infer X and Y are similar in function?
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Similarity of Dissimilarities

…………

..Color = orange vs yellow
Skin = rough vs smooth
Size = small vs small
Shape = round vs oblong

Color = orange vs orange
Skin = rough vs rough
Size = small vs small
Shape = round vs round

orange2

…Color = red vs yellow
Skin = smooth vs smooth
Size = small vs small
Shape = round vs oblong

Color = red vs orange
Skin  = smooth vs rough
Size = small vs small
Shape = round vs round

apple2

…Color = red vs yellow
Skin = smooth vs smooth
Size = small vs small
Shape = round vs oblong

Color = red vs orange
Skin  = smooth vs rough
Size = small vs small
Shape = round vs round

apple1

…banana1orange1
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SVM-Pairwise Framework

Training 
Data

S1

S2

S3

…

Testing 
Data

T1

T2

T3

…

Training Features

S1 S2 S3 …

S1 f11 f12 f13  …

S2 f21 f22 f23 …

S3 f31 f32  f33 …

… … … … …

Feature 
Generation

Trained SVM Model
(Feature Weights)

Training

Testing Features

S1 S2 S3 …

T1 f11 f12 f13  …

T2 f21 f22 f23 …

T3 f31 f32  f33 …

… … … … …

Feature 
Generation

Support Vectors 
Machine

(Radial Basis 
Function Kernel)

Classification

Discriminant
Scores 

RBF 
Kernel

f31 is the local 
alignment score 
between S3 and S1

f31 is the local 
alignment score 
between T3 and S1

Image credit: Kenny Chua
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Performance of SVM-Pairwise

• ROC: The area under the curve derived from 
plotting true positives as a function of false 
positives for various thresholds
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What have we learned?

• Protein function prediction applications
– Genome phylogenetic profile, SVM Pairwise

• General methodology
– “Guilt by association”

• Similarity in sequences
• Similarity in genome phylogenetic profiles
• Similarity in dissimilarities of sequences

• Important tactics
– Clustering of genome phylogenetic profiles
– Clustering of dissimilarity profiles
– Discriminative learning on dissimilarity profiles
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Protein Complexes and Modules

• Protein complexes and functional modules are impt
for understanding principles of cellular organizations

• Protein complex = a group of proteins that interact 
with each other at the same time and place
– E.g., transcription factor complexes

• Functional module = proteins that participate in some 
cellular process, and bind to each other at diff time 
and place, possibly under diff condition
– E.g., MAP signal cascades

50
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Clique finding as a solution

• Idea:
– Find cliques in the PPI graph
– Proteins in a large clique for a complex/module

• Issue:
– Genes in a complex/module often don’t have full 

mutual interactions
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PPI-Based Complex Prediction Algo

• Issues
– Recall vs precision has to be improved
– Does a “cleaner” PPI network help?

Yes No No Weighted 
edge

NoYesNoMultiple 
assignment 
of protein

Flow 
simulation

Local 
neighborhood 
density search

Clustering, 
local search 
cost based

Type

MCLMCODERNSC
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Cleansing PPI Graph

• PPI expt has lots of errors

• Real PPI is usually 
functionally linked

• Proteins that are 
functionally linked have 
many common partners

⇒ Clean up the input PPI 
network by removing PPI 
lacking sufficient common 
partners … how?

ReliabilitySource

0.265407Two Hybrid

1Synthetic Rescue

0.37386Synthetic Lethality

0.5Reconstituted Complex

0.891473Purified Complex

0.5Dosage Lethality

0.666667Biochemical Assay

0.455904Affinity Precipitation

0.823077Affinity Chromatography
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• Functional distance between two proteins (Brun et al, 2003)

• Nk is the set of interacting partners of k
• X Δ Y is symmetric diff betw two sets X and Y 
• Greater weight given to similarity

⇒Similarity can be defined as 

Czekanowski-Dice Distance
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vuvu

vu

NNNN
NN

vuD
∩+∪

Δ
=,

( )
)(2

2),(1,
ZYX

XvuDvuS
++

=−=
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and v have very 
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neighbours?
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FS-Weighted Measure

• FS-weighted measure

• Nk is the set of interacting partners of k
• Greater weight given to similarity

⇒ Intuitively:
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FS-Weighted Measure with Reliability

• Take reliability into consideration when 
computing FS-weighted measure:

• Nk is the set of interacting partners of k
• ru,w is reliability weight of interaction betw u and v

⇒ Intuitively
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Integrating Reliability

• Equiv measure shows improved correlation w/ 
functional similarity when reliability of 
interactions is considered:
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Cleaning PPI Network by FS-Weight 

• Modify existing PPI network as follow
– Remove level-1 interactions with low FS-weight
– Add level-2 interactions with high FS-weight

• Then run RNSC, MCODE, MCL, PCP, etc

58
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Markov Clustering, MCL

• Mi,j: prob of going from i to j
– Initialized as adjacency matrix of PPI graph

• Expansion Mi,j,E = Σk Mi,k * Mk,j

– Prob of going from i to j thru k
• Inflation Mi,j,I = (Mi,j)P / Σk (Mk,j)P

– Favour more probably random walks

• MCL performs random walk by iterating 
expansion and inflation until PPI is segmented 
into unconnected subgraphs (the resulting 
clusters)
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• Find all max cliques in PPI graph
– If two cliques overlap, distribute the overlapped 

nodes such that both cliques have larger average 
FS-weight

• Merge resulting (partial) cliques with good inter-
cluster density

• Modify the PPI network by treating the merged 
partial cliques as vertices

• Iterate the steps above

Clique Merging, PCP

60
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Experiments
• PPI datasets

– PPI[BioGRID], BioGRID 
db from Stark et al., 2006

• Gold standards
– PC2004, Protein

complexes from MIPS 
03/30/2004

– PC2006, Protein
complexes from MIPS 
05/18/2006

• Validation criteria

where
– S = predicted cluster
– C = true complex
– Vx = vertices of subgraph

defined by X

• Overlap(S,C) ≥ 0.25 is 
considered a correct 
prediction

||||
||

),(
2

VV
VV

CS

CSCSoverlap
⋅

∩
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Validation on PC2004

d) Original level-1 PPI
e) Original level-1 PPI and filtered level-2 PPI
f) Filtered level-1 and level-2 PPI

• Precision improved after cleaning in all methods
• PCP performs best

62
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Validation on PC2006

• When predictions are validated against PC2006, 
precision of all algo improved

• Many “false positives” wrt PC2004 are actually real
• PCP again performs best

PC2004
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Robustness of PCP Against Noise

• PCP is robust against 10-50% random additions
– FW-weight is able to remove spurious interactions

• Random deletions negatively impacts recall
– Increased sparseness caused edges to received 

smaller FS-weight; more interactions got filtered
– Led to insufficient info to form good cliques
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PCP 
Prediction 
Example 1



33

65

Guest lecture for CS6220, 6 Nov 2007 Copyright 2007 © Limsoon Wong

PCP Prediction 
Example 2

66
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What have we learned? 

• Protein complex/module prediction applications
– MCL, PCP

• General approaches to clustering (of graph nodes)
– Random walks, clique merging

• Important tactics
– Cleansing of input

• Precision of protein complex prediction can be 
improved by PPI network augmented with level-2 
interactions & cleansed by FS-weight
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Syntenic Gene Cluster Determination
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Motivation for Syntenic Gene Clusters

• Gene order may be altered due to rearrangements
• Rearrangements fatal to organism are discarded
• Non-functionally related regions accumulate 

more rearrangements
⇒By identifying syntenic gene clusters (regions of 

similarity between multiple genomes), we can 
discover functional modules

• Challenges
– Order of genes not preserved
– Clusters may not be contiguous

70
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A Definition of Syntenic Gene Clusters

• Let S be a set of gene labels, then a gene order G 
of length n is a sequence g1g2 … gn over the the
set S ⎩⎭ {*} . 

• Given a set of k gene orders and a parameter d, a 
gene team is a set of genes in which every 
adjacent pair of genes is separated by a gap of 
length at most  d in every one of the k gene 
orders
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Some Possible Solutions

• Frequent sequential 
itemset mining 

• Clustering by gene 
neighbourhood profile 
similarity
– Gene neighbourhood

profile = genes within d 
positions on either side of 
the reference gene

Image credit: Melvin Zhang
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Drug Pathway Inference
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What’s a Microarray?
• Contain large number of 

DNA molecules spotted on 
glass slides, nylon 
membranes, or silicon 
wafers

• Detect what genes are 
being expressed or found 
in a cell of a tissue sample

• Measure expression of 
thousands of genes 
simultaneously
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A Sample Affymetrix GeneChip
Data File (U95A)
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Childhood ALL

• Major subtypes are: 
– T-ALL, E2A-PBX, TEL-AML, 

MLL genome arrangements, 
BCR-ABL, Hyperdiploid>50

• Diff subtypes respond 
differently to same Tx

⇒ Over-intensive Tx
– Development of sec cancers
– Reduction of IQ

⇒ Under-intensiveTx
– Relapse

• The subtypes look similar

• Conventional diagnosis
– Immunophenotyping
– Cytogenetics
– Molecular diagnostics

⇒ Unavailable in most 
ASEAN countries
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Single-Test Platform of
Microarray & Machine Learning
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Overall Strategy

• For each subtype, select 
genes to develop 
classification model for 
diagnosing that subtype

• For each subtype, select 
genes to develop 
prediction model for 
prognosis of that subtype

Diagnosis 
of subtype

Subtype-
dependent
prognosis

Risk-
stratified
treatment
intensity
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Subtype Diagnosis by PCL

• Gene expression data collection

• Feature expression feature generation

• Gene selection (e.g., by χ2)

• Feature integration using classifier (e.g., SVM)
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Childhood ALL Subtype 
Diagnosis Workflow

A tree-structured
diagnostic 
workflow was 
recommended by
our doctor 
collaborator
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The classifiers are all applied to the 20 genes selected 
by χ2 at each level of the tree

Accuracy of Various Classifiers
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Conventional Tx:
• intermediate intensity to 
everyone
⇒ 10% suffers relapse
⇒ 50% suffers side effects
⇒ costs US$150m/yr

Our optimized Tx:
• high intensity to 10%
• intermediate intensity to 40%
• low intensity to 50%
• costs US$100m/yr 

•High cure rate of 80%
• Less relapse

• Less side effects
• Save US$51.6m/yr

Practical Outcome
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Questions

• How do you know these are all the ALL 
subtypes? How do you detect the emergence of a 
new subtype?

• When difference test statistics are used, different 
genes are selected. In general, they lead to 
similar level of classification accuracy. So which 
ones are really relevant?
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Is there a new subtype?

• Hierarchical 
clustering of 
gene expression 
profiles reveals a 
novel subtype of 
childhood ALL
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Which genes are really relevant? 
• Intersection Analysis

– List A: Genes selected by 
a feature selection 
technique

– List B: Genes from a 
known pathway P

– Is the intersection of A 
and B significant? 

• Do intersection analysis 
above for as many 
pathways P1, P2, … as 
possible. Suggest those 
that are significant to be 
relevant

• How do you test if the 
intersection of A and B is 
significant?

• n = # genes in P on array
• a = |A|
• b = |B|
• z0 = |A|⎧⎫|B|
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Criticisms on Intersection Analysis

• List of diff expressed genes (A) defined using test 
statistics such as χ2 with arbitrary thresholds
– Diff test statistics and diff thresholds often result in 

diff list of diff expressed genes

• Outcome of whole procedure (the biological 
pathways that are significant) is not stable wrt
variations in test statistics and thresholds used 
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Which genes are really relevant? 
• Direct Pathway Analysis

– Take a known pathway 
P, compute 

– Estimate pvalue for z(P)

• Do direct pathway analysis 
above for as many 
pathways P1, P2, … as 
possible. Suggest those 
that are significant to be 
relevant

• How do you compute z(q)?

where μ, σ are estimated 
corr(x’,y’) of all possible 
pairs of genes x’, y’

• Exercise: How do you 
compute pvalue for z(P)?
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CYC202 Drug Pathway in NPC
• CNE1 responds poorly to 

CYC202, CNE2 responds 
limitedly,HK1 responds 
fully

• How does CYC202 act on 
HK1? How do CNE1/2 
escape?
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Example 
Significant 
Pathways 
Detected

• ERK regulates cell survival 
& proliferation

• ERK suppressed in HK1
⇒ CYC202 suppresses ERK 

to inhibit cancer cell 
growth

• JNK activation suppressed 
cell viability

• JNK suppressed in CNE1
⇒ CNE1 escapes CYC202 

thru JNK inactivation
Analysis by Difeng Dong

90

Guest lecture for CS6220, 6 Nov 2007 Copyright 2007 © Limsoon Wong

What have we learned? 

• Gene expression analysis applications
– Disease subtype diagnosis
– Disease subtype discovery
– Drug response pathway understanding

• General approaches 
– “Feature selection, feature integration”

• Important tactics
– Intersection analysis
– Direct pathway analysis
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