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Abstract— On current superscalar processors, performance and II. OUR CONTRIBUTIONS AND RELATED WORK
power issues cannot be decoupled for designers. Extensive simu-
lations are usually required to meet both power and performance
constraints. This paper describes an integrated performance and

To arrive at a more realistic system-wide view of the power-
performance trade-off, we start with a good performance model
power analytical model. The model’'s performance and power of _superscalar processors [15]. That per_formancg model was
results are in good agreement with detailed simulations, previous validated against actual performances on in-order-issue SPARC
models and physically measured results. For designers, the mode| PrOCEsSOrs and showed an average error of 5.1%. In that model,
enables quick and flexible explorations into a subset of even entire nearly ‘T"” major processor components were modelled.
huge parameter space of more than 15 workload and architectural !N this paper, we extend that performance model [15] by
parameters plus leakage power, feature sizes, clock and voltage. considering out-of-order issue processors. For the out-of-order-

issue SimpleScalar simulated processor [2], an average error of
5.9% between the predicted performance and the simulated one
I. INTRODUCTION was achieved over the SPEC2000 benchmarks.
To study the dynamic power, we link the performance metrics

Following a recent vigorous growth of hand-held and portabte the dynamic capacitance of each processor components,
devices, power efficient processors have stepped into the ceritereby deriving the power consumption for each component
of the stage of the EDA industry and research. The performarwed finally the whole processor. The validation using Sim-
of embedded processors is constrained by stringent powsattch [4] is on average within 10.9% accuracy. Our model's
budgets in terms of maximum power consumption and battesiyerage result agrees with the measured one reported by Syn-
life. Therefore, tradeoffs between power and performance hasyssys Power Compiler with a power library from Virginia
received plenty of attention. Among these efforts, extensifech [10]. Our average result also agrees with that of the Berke-
simulations [4], [14] are the most common approach. ley Advanced Chip Performance Calculator (BACPAC) [12].

To fasten the design process, some unified analytical modWe also consider the static power in our integrated model.
elling approaches were proposed to address both the pertdhouri and Jha [7] summarized the ratios of the static power
mance and power issues. Brooks et. al. [3] introduced a meaer the total power. We use these ratios to accounts for the
sured metric callecpower-performance efficiendp quantify static power. Our model's projected maximum total power of
the effectiveness of a processor servicing a task within a limit &fitraSPARC-IIl processor [11] agrees with the published one.
its power consumption. Conte et. al. [6] separated architecturalOur model enables distinct views of factors involved in co-
and technology components of dynamic power, and usedoptimization of power and performance. It allows us to quantify
near-optimal search to tailor a processor design to differehie impact by any individual factor. In terms of efficiency, it
benchmarks. While models of Conte and Srinivasan et. al. [@kes us just two hours to explore a design space containing
covered high level statistics and optimization of pipeline staget87 million design points. With a slight change in the prob-
many details of processor components were skipped. lem formulation, it is also possible to use the design space

The above unified methods did not address another importarploration to yield the configuration with the lowest energy
power issuestatic power dissipatiorassuming the static powerconsumption needed to complete a computation task within a
is less than the dynamic power by one or more order oértain performance constraint.
magnitude. With the downward scaling of technology nodes, We present our performance model in Section Ill, our power
the static power has grown to the same order of magnitudedel in Section IV, validation results in Section V. We handle
as the dynamic power [7], and it must be considered in curreghe concrete co-optimization tradeoffs in Section VI. This is
designs. The major part of the static poweleiskage powefl]. followed by a conclusion.



I1l. PERFORMANCEMODEL Givenpy .(Z.,in) as the probability that instructions of type
t are issued from the window of siZ&,,;,, and F; representing

To model a generic superscalar processor, we usedveork the number of functional units of type then:

of multiple-class multiple-resourcMCMR) systems. Each
ipel i i n = S0 i (ks Zuin) X K) (5)
stage of the pipelines contributes to the final results of the Hwin t k=1\Pk,t\ Lwin )
processor. The lowest throughput of all the pipeline stages is #&d py; ;(Zwin) = Pr.t(Zwin) X Opipet(k), WwherePy ((Zuyin)
bottleneck of the entire processor and determines the maximigtthe probability that: independent instructions are extracted
possible throughput of the processor. We shall now recall them Z,,;,, instructions andp,;,. (k) is the probability that at
main results of the performance model [15], then describe deastk pipeline units of type are available.
extensions by considering out—of—ord_er |ssue_p_rocessors. S0, Pit(Zuwin) = Pi—1.4(Zuin — 1) ngzwmfmr
The throughput of the processeér is the minimum of the 7 1) x (1 — pZwin—1
. . . +Pk,t( win )X( D¢ ) ) (6)
service rates oflecoder unit(pge.), central window (ti.x),

and retirement unit(i,..): and the initial cases ar@; (1) = 1 andP;(j) = 0, Vi >

j. The variablep, = p x S; represents the probability of an

© = min{ftdec, fhrets fwin } - (1) independent instruction of tygeandp is the overall probability
Laec denotes the average decoding rate without overflow @f instruction independence. In practice,€ {1, ..., 8} and
the central window. Le#V,,. denote the decoding widtiy,, Zwin € {2, ..., 20}.
be the average number of (non-branch) instructions between Bpipet (k) = Zf*:'k (’;t)q{(l —q)f I (7)

two branch instructions;, be the misprediction penalty time;\hereq, = ¢ x S, is the probability that an instruction of type
Pins,miss D€ the instruction cache miss ratit;.s e be the ; wil pe issued to a functional unit of type ¢ is the overall
instruction cache miss penalty time; apg. .« be the proba- propability of functional units availability for a instruction ready
bility of a correct branch prediction. lfy, < Wie, to issue. The notatio’!) stands forz At —;, where;! = 2x

3!
c 3 ‘ E-
= 1 X oo X7,
Mdec C2+C3 Xtins,pen XPins,miss ’ (2) J

where C;, C, and C; are linear functions of ., Thr, Waec, IV. POWERMODEL

and py, ,rat- The rest cases can be looked up in [15]. The power consumption of a resource consists of a dynamic
e denotes the retirement rate under an in-order retiremeitd a static component, i.etiot,res = Tstatic,res + Tdyn,res-

policy. Its parameters are as followd/,.., is the the maximum The static portion is given b¥tstatic,res = Istatic,res X Vad-

number of instructions that can be retired per cydleis the The leakage currenfsqsic,res is an exponential function of

average dependence distance (inclusive of one of the instructiBfeshold voltagd’; (in mV) by Sylvester and Keutzer [13]:

in the dependence) between two instructions that have a data Ltaticres = 10 X w X 10~ V2/95 (8)

dependence relation. FAP < Wi, urer IS given below, the

) wherew is the device width in micro meter.
rest cases can be referred in [15]:

- For any technology node, the static power takes a usually

pret = (2% D) /(1 + Taep) (3) stable portion of the total power. Khouri and Jha [7] summarized

where T}, the average time for an antecedent instruction {J€ "atios of the static power over the total power based on 6
pass through the functional units, is: different CII’CUI'[S..We use the averaged ratios in TABLE l.

For the dynamic power component, we model dynamic power

type o Ll . . .
Taep = [ (t: x S5)] % (14 Paep) (4) @as a traditional function ofiynamic capacitanc€C,.,), the
i supply voltaggV;4) and theclock frequency(2):
wheretype € {ieu, fpu,lsu,br} is the set of types of func- Tayn,res = Cres X V2 x Q. 9)

tional units, namely the integer execution unit, the floating The accesses to each resource are obtained from the simula-
point unit, the load store unit and the branch usit.€ [0, 1] : ) .

is the fraction of the total number of instructions that igors. With total dynamic c.apacnancg and nu.mber of accesses of
executed on functional unit, and ¢; is the average service 8 fesouree, we can obtain thiynamic capamtar_me Per access
time of each functional unit of type Typically, fi. € {1,2}, to the _resource(cwes) for each benchmark. This enables us to
trpu € {3, oy 6}, tisu = Pd,pred + tdat,pen X (1 = Paprea) @and establish a link between the performance model and the power
: ’ ’ ’ model. We also need thaverage number of accesses to the

tyr = Diprtd + tins,pen X (1 - pz’,prtd)- The parameterpd,prtd: . .
piprta € [0,1] represent the probabilities of the data cachg>0urce per request (instructigrdenoted byNo,reqres- Then

. : . - . number of I r rvi h
prediction and the instruction cache prediction, respectlvely.t e number of accesses a resource services each dygle,

For fiwin, We extend previous studies to out-of-order is- be obtained asVo,res = fires X Na,req,res-

sue(not considered in [15]) processors with multiple instruction TABLE . The Proportions of Leakage Power in Total Power.

types or classes(not considered in [8]). Tech. stat. pwr. /tot. pwr. stat. pwr.ftot. pwr. | Va4
On out-of-order-issue processors, any independent and ready without leakage opti. | with leakage opti.
instruction in the instruction window may be dispatched to arP-3%m 9.8% 6.6% 3.3
. . . - . 0.18&:m 22.6% 11.7% 1.8
available functional unit. Hence,,;, is the total sum of service 0.13m 43 4% 26.9% 15
rates of functional unitg; wheret is an instruction type, that| o.19,m 48.1% 25 5% 12
IS flwin = fieut Hfput Hisut for- 0.07um 56.2% 25.1% 0.9




The link to power is expressed as tbgnamic capacitance TABLE Ill. Capacitance (in0~'° farad) Primitives.
per resource per cycleCres cycte = Nares X Cores. We Bench. | bzip2 | equake | mcf | mesa| vpr
assumeC,., to be equal toC,cs cycle; SO Cres = fhres X Ca,win 0.631 | 0.898 | 1.004 | 0.762 | 0.769
Naregres X Cares- With the total dynamic capacitance per | Caregrite | 2.665 | 3.806 | 4.527 | 3.330 | 3.590
resource oC,.;, we can obtain the power consumption in (9). Ca,dec 0421 | 0.603 | 0.614 | 0.485 | 0.501
Note thatu,..s is obtained in the performance model. The total Caicu 16.32 | 24.09 | 26.18 | 19.56 | 20.33

. : Cafpu | 1632 | 24.09 | 26.18 | 19.56 | 20.33
power of a processor is the sum of the power consumption—¢ " "=15527 | 3.981 | 4.087 | 3.912 | 3.035
by each resource/component. There are two new service rates ¢, ,, 3300 | 53.14 | 37.39 | 28.84 | 43.83
of instruction cache and data cache&...,. (the amount of Cajicache | 2.751 | 3.911 | 3.846 | 3.152 | 3.194
decoder unit’'s output plus L1 instruction cache miss ratio) and| Ca,dcache | 17.09 | 27.02 | 27.72 | 27.35 | 24.33
Ideache (the load/store unit’s output plus L1 data cache mis;srweq’dec = Nureqicu = Nareq fpu = Nareqisu = Nareq or =
ratio). More preciselypicache = (1 + Pins,miss) X ftdec @NA N, oo icache = Na req.deache = 1. We assume the service rate of
Mdcache = (1 + Pdat,miss) X fusu- The analysis ofuq.. and register file equals retirement unit, i.@e: = fireg fite-
tusu 18 found in Section Il. The dynamic power costs of all The capacitance primitives in TABLE Ill and service rates are

resources form the total dynamic power: used in(9) and (10) to obtain the individual power for each
Tdyn.tot = Twin + Tret + Tdee + Tiew + T fpu + Tisu + T4 FESOUrCe and summed up to the total power. TABLE IV lists
+Ticache + Tdeache. - (10) the analytical and simulated results of power consumption. On

V. VALIDATION OF THE MODEL average, there is a relative error of 10._9% between simulated
' results and analytical ones. The analytical results are usually

The performance model’s parameters are obtained from sifihder-estimated as our power model does not include all the
ulation traces of benchmarks. These parameters characterizega@urces in the simulator e.g. the result bus and the L2 cache.
benchmark. Except for the two miss ratios for the instruction we further validate with other power models. The BAC-
and data caches that can be looked up in [5], all the rest ogc [12] calculator shows that the typical power consumption
are independent of the architectural features of the procesgon4 03 watts for a 5-million-transistor processor running at
being modelled and so can be obtained in a single run. T§MHz and V,, of 2.5V. The power consumption is close to
inputs to the performance model are given in TABLE Il.  the averaged analytical power af.38 watts in TABLE IV.

This extended performance model for out-of-order issugsing the samé/,,, Q and a 0.25m technology based power
processors is valida_ted with SimpleScalar out-of-order iSSHSrary [10], the Synopsys Power Compiler also reports a total
processor. We use five benchmarks from the SPEC2000 syjigwer of32.1 watts for a RISC processor design in the scale.
namely256.bzip2 , 183.equake , 181.mcf , 177.mesa  \jjidation via Maximum Total Power: The UltraSPARC-II|
and 175.vpr . Although we have only taken the level onéyocessor [11] is a 4-way superscalar processor manufactured
cache into consideration in validating the current performanggih 4 0.13:m process and &, of 1.5 volts. The published
model, a small average error of 5.9% was still obtained.  maximum total power for the 1.2 Ghz version is 50 watts.

To validate our power model, we use a Sim-Wattch simulator |, TABLE |V, the maximum dynamic power,,, reported
customized with parameters from SimplePower. The simulatgy oyr model is 31.10 watts for the benchmaduake with
configuration is based on the 028 process technology for ¢ of 6o0Mhz and v, of 2.5 volts. With the Q and Vj, of
a processor running at 2.5 volt with a clock frequency QBltI’aSPARC-lll,thewdy7,_t0t is adjusted as 2510 x 1.2
600MHz. For each component of the processor, the capacitange , | 52 — 99 392 watts. According to TABXLE T the leakage
is obtained by either using the same empirical formulas used ;S’é{wer for the 0.18m process is 43.4% of the total power, the
Sim-Wattch or by means of summing up the bit stream changgsvimum total power computed by our modelR&392/(1 —

in SimplePower. The relevant primitives are listed in TABLI%.434) ~ 40 watts. This is a further evidence of the accuracy
.

) o of our model.
Our architectural analysis yields values f, ,cq.res fOr
different resourcesiN, req.win = 6, N req,regtite = 2 and VI. APPLICATIONS OF THEMODEL
TABLE Il. Benchmark Characts. for the Performance Model. We now show by examples how the model can be used to
Bench. | bzip2 | equake | mcf mesa vpr explore the design space for the co-optimized solution. We will
Sicu 45.7% | 26.3% | 39.4% | 422 % | 43.6 % also discuss the impacts of individual factors.
Stpu 0.0% | 153% | 0.0% | 7.0% | 56 % Impact of Leakage Power: As the feature size decreases as
Ser 159% ] 6.1% | 2.7% | 1.0% | 1.0% technology scales, the leakage power takes a significant portion

0, 0, 0, 0, 0, . .
Sisu 28.5% | 41.5% | 48.2% | 534 % | 534 % of the total power budget. Using our model, we study the impact

D 1.996 1.955 2.016 1.873 1.911 . :
T =6 569 365 116 174 of leakage power on the maximum clock frequencies and
Picp 0.562 | 0504 | 0620 | 0425 | 0.589 TABLE IV. Simulated & Analytical Average Power (in
Taep 1972 | 2403 | 2.085 | 2.248 | 2.187 watts) and Relative Error (absolute values).
b 0.438 | 0.4962 | 0.3802 | 0.5755| 0.5178 Power bzip2 | equake | mcf mesa | vpr Avg.
q 0991 | 0975 | 0.995 | 0.95 | 0.983 Tayn(SiM) | 23.36 | 32.85 | 30.17 | 31.95 | 33.79 | 30.42
Pins,miss | 0.0110] 0.0343 | 0.0038 | 0.0296 | 0.0067 Tayn(Model) | 21,05 | 31.10 | 31.08 | 26.36 | 27.30 | 27.38
Ddat,miss | 0.0227| 0.0552 | 0.1589 | 0.0221 | 0.0820 Rel. Ermr.(%) | 9.51 5.34 3.00 | 175 | 19.2 | 1091




TABLE V. Maximum Clock Frequency & Power Under athe design space. It todk 413 seconds on a 1.4GHz Intel Xeon
Constraint of 25 Watts.

| Max. Clk. & Power without Leakage Optimizatiof
Tech. | CIk.(Ghz) | Dyn.Power(watts) Leak.(watts)
0.35um 0.4 19.03065611 2.45
0.18um 1.3 18.40154351 5.65
0.13um 1.4 13.76183809 10.85
0.10um 2.0 12.58225197 12.025
0.07um 3.0 10.6162751 14.05
Max. Clk. & Power with Leakage Optimization |
Tech. | CIk.(Mhz) | Dyn.Power(watts) Leak.(watts)
0.35um 0.4 19.03065611 1.65
0.18um 1.5 21.2325502 2.925
0.13um 1.8 17.69379183 6.725
0.1Qum 2.9 18.24426536 6.325
0.07um 5.2 18.40154351 6.275
dynamic

PC to explore a space d87M cases consisting dWec, Thr,
tins,pen’ ticu, tfpuy tdat,peni Fieu: Ffpui F‘lsuy Fbrr and Z’u;in}
under a power limitry; of 40 watts with other parameters fixed.
The exploration speed 85.7K cases per second.

VII. CONCLUSION

We proposed a unified analytical model for both power
and performance. Extensive validations indicate the accuracy
of the model. Using our model, we studied the impact of
leakage power on the performance improvements for different
technology nodes. We also proposed an approach to co-optimize
power and performance and find the optimal total energy. The
implementation of our model achieved a fast exploration speed
of 65.7K cases/sec into a space containifg parameters.

power consumptions in TABLE V. We obtain these Because of its Completeness, ﬂelel'Ity and efﬁciency, our

metrics by varying? and fixing the rest parameters. ul :
TABLE V shows that the leakage power without optimizatio@ware decisions at early stages of design.

grows consistently along with the technology downsizing. For

model should be a useful tool for designers to make power-
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