Chapter 3

Lecture 3 - Preliminaries

Overheads and notes

You can find all sorts of stuff looking in


Question box

If you have any questions, feel free to place them in the question box...
Or stick your hand up...
Or...

Last session

- Finish context
- Math preliminaries
  - XOR
  - Logarithms
  - Fields and groups
Recap - exclusive-or

Law XOR-1:
The cryptographer’s favorite function is Exclusive-Or.

<table>
<thead>
<tr>
<th>Message m</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 1 0 0 0 0 1</td>
<td>0 1 0 0 0 1 0</td>
<td>0 1 0 0 0 1 1 . . .</td>
<td></td>
</tr>
</tbody>
</table>

| Key h | 0 0 0 1 0 0 1 1 | 0 1 1 0 1 0 1 | 0 0 1 1 1 0 0 1 . . . |

| $K(m)$ = m ⊕ h | 0 1 0 1 0 0 1 0 | 0 1 0 0 1 1 1 | 0 1 1 1 0 1 0 . . . |

$K(m)$

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 1 0 0 0 0 1</td>
<td>0 1 0 0 0 1 0</td>
<td>0 1 0 0 0 1 1 . . .</td>
</tr>
</tbody>
</table>

If the bit-stream for the key $k$ is random, and not known to an eavesdropper, then this is the most secure system. It is known as a one-time-pad.

Exclusive-Or

<table>
<thead>
<tr>
<th>$K(m)$</th>
<th>R</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 1 0 1 0 0 1 0</td>
<td>0 1 0 0 0 1 1</td>
<td>0 1 1 1 1 0 1 0 . . .</td>
</tr>
</tbody>
</table>

| Key h | 0 0 0 1 0 0 1 1 | 0 1 1 0 1 0 1 | 0 0 1 1 1 0 0 1 . . . |

| $m = K(m)$ ⊕ k | 0 1 0 0 0 0 1 | 0 1 0 0 0 1 0 | 0 1 0 0 0 1 1 . . . |

Another diagram
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(Compare with previous representations).

Logarithms

Law LOG-1:
The cryptographer’s favorite logarithm is log base 2.

✔ $y = \log_b x$ is the same as $b^y = x$

✔ $y_{\log_{b}(x)} = x$

✔ Logarithm is inverse of exponential.
Groups

✔ A group is
  ✔ a set of group elements with
  ✔ a binary operation

Law GROUP-1:
The cryptographer’s favorite group is the integers mod n, $\mathbb{Z}_n$.

Fields

✔ A field has two operations
  ✔ +, with elements forming a commutative group.
  ✔ *, with elements \( \setminus 0 \) forming another group.

Law FIELD-1:
The cryptographer’s favorite field is the integers mod p, denoted $\mathbb{Z}_p$, where p is a prime number.

Law FIELD-2:
The cryptographer’s other favorite field is $\text{GF}(2^n)$.

This session

• Math preliminaries
  – Fermat’s little theorem
  – Euler

This session

• Math preliminaries
  – Fermat’s little theorem
  – Euler
Fermat's theorem

**Theorem (Fermat):** If $p$ is a prime and $a$ is any non-zero number less than $p$, then

$$a^p \equiv 1 \pmod{p}$$
Another example

result = $7^{1215} \mod 13$

How did I work that out?

I used bc

An arbitrary precision calculator language

Another example

result = $62247027506732273704655645590797268906239868483292191309020787710924$

8699107274058706519890781017838399497826793481300967770897286601313$

5577365361484044783800851229817392261341213707624005070206834564501$

61478881858016233581815570729190067373836831098582099841775377667072$

86814739670120315712399614001848223405352559064551556675341024793964$

53541377412586376260706359330104840329377953704648771069764131865422$

622950529055798428257418586269421239980228017932549456062898490747$

34488228464915119714116668995857947320242857426901802323449402567101$

0508311496735633429580921945571111111124697462717311111247925545453321$

165049145300772419961893572985068502067801207988888052223419450154$

58556732086884024238893209157040799864871901064991230860288657545878$

54380319021099351102645038915414587258074783062294066979047059698$

088882249767794049127925763309541131855938776800167786246958079099$

49705787192596277127798303487781814106147353709046271959955589087276$

8469943 mod 13 = 5

Another example

result = $7^{1215} \mod 13$
Another example

\[
\text{result} = 7^{1215} \mod 13 = 7^{1215} \mod 12 \mod 13 = 7^3 \mod 13 = 343 \mod 13 = 5
\]
Summary

We can do BIG NUMBER maths without calculating big numbers.

This session

- Math preliminaries
  - Fermat's little theorem
  - Euler

Euler

The Swiss mathematician Leonhard Euler (1707-1783) discovered a generalization of Fermat's Theorem which will later be useful in the discussion of the RSA cryptosystem.

Euler's theorem

**Theorem (Euler):** If $n$ is any positive integer and $a$ is any positive integer less than $n$ with no divisors in common with $n$, then

$$a^{\phi(n)} \mod n = 1,$$

where $\phi(n)$ is the *Euler phi function:*

$$\phi(n) = n(1 - 1/p_1) \ldots (1 - 1/p_m),$$

and $p_1, \ldots, p_m$ are all the prime numbers that divide evenly into $n$, including $n$ itself in case it is a prime.
**Special case 1**

- If \( n \) is a prime, then using the formula,
\[
\phi(n) = n \left(1 - \frac{1}{n}\right) = n \left(\frac{n-1}{n}\right) = n - 1
\]

Fermat's result is a *special case* of Euler's.
\[
a^{\phi(n)} \mod n = a^{n-1} \mod n = 1
\]

**Euler:** \( n = 15 \) and \( \phi(n) = 8 \)

**Special case 2**

- Another *special case* needed for RSA comes when the modulus is a product of two primes: \( n = pq \). Then
\[
\phi(n) = (n - 1) / p \cdot (1 - 1/q) = (p - 1)(q - 1)
\]

**Special case 2**

- \( a^{(p-1)(q-1)} \mod pq = 1 \)
  
  - assuming \( a \) has no divisors in common with \( pq \)
  
  - and \( p \) and \( q \) are primes
Table illustrates Euler’s theorem for $n = 15 = 3 \cdot 5$, with

\[ \phi(15) = 15 \cdot (1 \cdot 1/3) \cdot (1 \cdot 1/5) = (3 \cdot 1) \cdot (5 \cdot 1) = 8 \]

Notice here that a 1 is reached when the power is 8, but only for numbers with no divisors in common with 15. For other base numbers, the value never gets to 1.

Euler

Arithmetic in the exponent is taken $\mod \phi(n)$, so that, if $a$ has no divisors in common with $n$,

\[ a^x \mod n = a^{x \mod \phi(n)} \mod n. \]

If $n = 15$ as above, then $\phi(n) = 8$, and if neither 3 nor 5 divides evenly into $a$, then $\phi(n) = 8$. Thus for example,

\[ a^{28} \mod 15 = a^{28 \mod 8} \mod 15 = a^4 \mod 15. \]

Before we leave Euler...

We are interested in...

✔ Large prime numbers $(p, q)$

✔ Their product $n = pq$

✔ The Euler phi function $\phi(n) = (p - 1)(q - 1)$

Before we leave Euler...

✔ In a similar fashion to before we can do BIG number arithmetic easily

✔ Consider also the ease of multiplying, and difficulty of factoring...
Before we leave Euler...

29*37=?

The Euclidean algorithm

✔ Multiplicative inverse is not intuitive and requires some theory to compute.

✔ \( a^{-1} \) can be computed efficiently using the extended Euclidean algorithm

Finding GCD

• For the gcd of 819 and 462,
  – factor the numbers as:
    * \( 819 = 3 \cdot 3 \cdot 7 \cdot 13 \)
    * \( 462 = 2 \cdot 3 \cdot 7 \cdot 11 \)
  – gcd is 21 = 3 \cdot 7

But there is no efficient algorithm to factor integers.

The Euclidean algorithm

1. Repeatedly divide the larger one by the smaller, and
2. Write \( \text{larger} = \text{smaller} \cdot \text{quotient} + \text{remainder} \)
3. Repeat using the two numbers “smaller” and “remainder”.
4. When you get a 0 remainder, then you have the gcd of the original two numbers.
The extended Euclidean algorithm

Given the two positive integers 819 and 462, the extended Euclidean algorithm finds unique integers \( a \) and \( b \) so that

\[
a \cdot 819 + b \cdot 462 = \gcd(819, 462) = 21
\]

In this case,

\[
(-9) \cdot 819 + 16 \cdot 462 = 21
\]

(See notes...)

\(\times\) How does this give us a mechanism to calculate the multiplicative inverse of an element?

Fast integer exponentiation

Law EXP-1:

Many cryptosystems in modern cryptography depend on a fast algorithm to perform integer exponentiation.

Examples in notes... not so important, just nice to know it can be done.
Back to primes

For 2500 years mathematicians studied prime numbers just because they were interesting, without any idea they would have practical applications. Possible real-world uses:

1. Sometimes... a prime number of ball bearings arranged in a bearing, to cut down on periodic wear (also gear teeth).

2. Possibly... the 13 and 17-year periodic emergence of cicadas may be due to coevolution with predators (that lost and became extinct).

Since 1976

Now finally, in cryptography, prime numbers have come into their own.

Law PRIME-1: A source of large random prime integers is an essential part of many current cryptosystems.

Checking for primes

✔ It is hard to check that an integer is “certainly” prime, but...

✔ It is easy to check that an integer is “probably” prime.

✔ Tests to check if a number is probably prime are called pseudo-prime tests.

Prime check

✔ Start with a property of a prime number, such as Fermat’s Theorem, mentioned in the previous chapter

✔ If \( p \) is a prime and \( a \) is any non-zero number less than \( p \), then \( a^{p-1} \mod p = 1 \).

✔ If one can find a number \( a \) for which Fermat’s Theorem does not hold, then the number \( p \) in the theorem is definitely not a prime.

✔ If the theorem holds, then \( p \) is called a pseudo-prime with respect to \( a \), and it might actually be a prime.
So the simplest possible pseudo-prime test would just take a small value of $a$, say 2 or 3, and check if Fermat’s Theorem is true.

**Simple Pseudo-prime Test:** If a very large random integer $p$ (100 decimal digits or more) is not divisible by a small prime, and if $3^{p-1} \mod p = 1$, then the number is prime except for a vanishingly small probability, which one can ignore.

One could just repeat the test for other integers besides 3 as the base, but unfortunately there are non-primes (called Carmichael numbers) that satisfy Fermat’s theorem for all values of $a$ even though they are not prime.

Chances of a mistake less than $10^{-11}$, in practice use better tests.

We can do big arithmetic in these fields

We can do fast exponentiation and modulo arithmetic

We can check for primes