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Abstract

We introduce a new objective function for pool-based Bayesian active learning
with probabilistic hypotheses. This objective function, called the policy Gibbs
error, is the expected error rate of a random classifier drawn from the prior dis-
tribution on the examples adaptively selected by the active learning policy. Exact
maximization of the policy Gibbs error is hard, so we propose a greedy strategy
that maximizes the Gibbs error at each iteration, where the Gibbs error on an
instance is the expected error of a random classifier selected from the posterior
label distribution on that instance. We apply this maximum Gibbs error criterion
to three active learning scenarios: non-adaptive, adaptive, and batch active learn-
ing. In each scenario, we prove that the criterion achieves near-maximal policy
Gibbs error when constrained to a fixed budget. For practical implementations,
we provide approximations to the maximum Gibbs error criterion for Bayesian
conditional random fields and transductive Naive Bayes. Our experimental re-
sults on a named entity recognition task and a text classification task show that the
maximum Gibbs error criterion is an effective active learning criterion for noisy
models.

1 Introduction

In pool-based active learning [[1]], we select training data from a finite set (called a pool) of unlabeled
examples and aim to obtain good performance on the set by asking for as few labels as possible. If a
large enough pool is sampled from the true distribution, good performance of a classifier on the pool
implies good generalization performance of the classifier. Previous theoretical works on Bayesian
active learning mainly deal with the noiseless case, which assumes a prior distribution on a collection
of deterministic mappings from observations to labels [2,[3]. A fixed deterministic mapping is then
drawn from the prior, and it is used to label the examples.

In this paper, probabilistic hypotheses, rather than deterministic ones, are used to label the examples.
We formulate the objective as a maximum coverage objective with a fixed budget: with a budget of
k queries, we aim to select k examples such that the policy Gibbs error is maximal. The policy
Gibbs error of a policy is the expected error rate of a Gibbs classiﬁe on the set adaptively selected
by the policy. The policy Gibbs error is a lower bound of the policy entropy, a generalization of the
Shannon entropy to general (both adaptive and non-adaptive) policies. For non-adaptive policies,

' A Gibbs classifier samples a hypothesis from the prior for labeling.



Figure 1: An example of a non-adaptive policy tree (left) and an adaptive policy tree (right).

the policy Gibbs error reduces to the Gibbs error for sets, which is a special case of a measure of
uncertainty called the Tsallis entropy [4].

By maximizing policy Gibbs error, we hope to maximize the policy entropy, whose maximality
implies the minimality of the posterior label entropy of the remaining unlabeled examples in the
pool. Besides, by maximizing policy Gibbs error, we also aim to obtain a small expected error of
a posterior Gibbs classifier (which samples a hypothesis from the posterior instead of the prior for
labeling). Small expected error of the posterior Gibbs classifier is desirable as it upper bounds the
Bayes error but is at most twice of it.

Maximizing policy Gibbs error is hard, and we propose a greedy criterion, the maximum Gibbs error
criterion (maxGEC), to solve it. With this criterion, the next query is made on the candidate (which
may be one or several examples) that has maximum Gibbs error, the probability that a randomly
sampled labeling does not match the actual labeling. We investigate this criterion in three settings:
the non-adaptive setting, the adaptive setting and batch setting (also called batch mode setting) [3].
In the non-adaptive setting, the set of examples is not labeled until all examples in the set have all
been selected. In the adaptive setting, the examples are labeled as soon as they are selected, and
the new information is used to select the next example. In the batch setting, we select a batch of
examples, query their labels and proceed to select the next batch taking into account the labels. In all
these settings, we prove that maxGEC is near-optimal compared to the best policy that has maximal
policy Gibbs error in the setting.

We examine how to compute the maxGEC criterion, particularly for large structured probabilistic
models such as the conditional random fields [6]]. When inference in the conditional random field
can be done efficiently, we show how to compute an approximation to the Gibbs error by sampling
and efficient inference. We provide an approximation for maxGEC in the non-adaptive and batch
settings with Bayesian transductive Naive Bayes model. Finally, we conduct pool-based active
learning experiments using maxGEC for a named entity recognition task with conditional random
fields and a text classification task with Bayesian transductive Naive Bayes. The results show good
performance of maxGEC in terms of the area under the curve (AUC).

2 Preliminaries

Let X be a set of examples, ) be a fixed finite set of labels, and 7 be a set of probabilistic hy-
potheses. We assume H is finite, but our results extend readily to general H. For any probabilistic
hypothesis i € H, its application to an example z € &’ is a categorical random variable with sup-
port )V, and we write P[h(x) = y|h] for the probability that ~(z) has value y € J). We extend the
notation to any sequence S of examples from X and write P[h(S) = y|h] for the probability that
h(S) has a labeling y € V!SI, where Y!! is the set of all labelings of S. We operate within the
Bayesian setting and assume a prior probability pg[h] on H. We use pp[h] to denote the posterior
po[h|D] after observing a set D of labeled examples from X’ x ).

A pool-based active learning algorithm is a policy for choosing training examples from a pool
X C X. At the beginning, a fixed labeling y* of X is given by a hypothesis h drawn from the
prior po[h] and is hidden from the learner. Equivalently, y* can be drawn from the prior label
distribution po[y*; X|. For any distribution p[h|, we use p[y; S| to denote the probability that ex-
amples in S are assigned the labeling y by a hypothesis drawn randomly from p[h]. Formally,
ply; ST > 2 cq IR P[R(S) = y|h]. When S is a singleton {z}, we write p[y; x] for p[{y}; {z}].



During the learning process, each time the learner selects an unlabeled example, its label will be
revealed to the learner. A policy for choosing training examples is a mapping from a set of labeled
examples to an unlabeled example to be queried. This can be represented by a policy tree, where
a node represents the next example to be queried, and each edge from the node corresponds to a
possible label. We use policy and policy tree as synonyms. Figure [1]illustrates two policy trees
with their top three levels: in the non-adaptive setting, the policy ignores the labels of the previously
selected examples, so all examples at the same depth of the policy tree are the same; in the adaptive
setting, the policy takes into account the observed labels when choosing the next example.

A full policy tree for a pool X is a policy tree of height | X|. A partial policy tree is a subtree of
a full policy tree with the same root. The class of policies of height £ will be denoted by II. Our
query criterion gives a method to build a full policy tree one level at a time. The main building block
is the probability distribution pf[-] over all possible paths from the root to the leaves for any (full
or partial) policy tree 7. This distribution over paths is induced from the uncertainty in the fixed
labeling y* for X: since y* is drawn randomly from po[y*; X], the path p followed from the root
to a leaf of the policy tree during the execution of 7 is also a random variable. If =, (resp. y,) is the
sequence of examples (resp. labels) along path p, then the probability of p is pfj[p] < po[y,; ).

3 Maximum Gibbs Error Criterion for Active Learning

A commonly used objective for active learning in the non-adaptive setting is to choose £ training
examples such that their Shannon entropy is maximal, as this reduces uncertainty in the later stage.
We first give a generalization of the concept of Shannon entropy to general (both adaptive and non-
adaptive) policies. Formally, the policy entropy of a policy 7 is

H(r) 2 Epepy [~ Inpg o] .

From this definition, policy entropy is the Shannon entropy of the paths in the policy. The policy
entropy reduces to the Shannon entropy on a set of examples when the policy is non-adaptive. The
following result gives a formal statement that maximizing policy entropy minimizes the uncertainty
on the label of the remaining unlabeled examples in the pool. Suppose a path p has been observed,
the labels of the remaining examples in X \ z, follow the distribution p,[-; X \ z,], where p, is
the posterior obtained after observing (z,,v,). The entropy of this distribution will be denoted by
G(p) and will be called the posterior label entropy of the remaining examples given p. Formally,
G(p) = =2y Pplys X \ zp]Inpp[y; X \ z,], where the summation is over all possible labelings y

of X \ z,,. The posterior label entropy of a policy  is defined as G(7) = E,,=G(p).

Theorem 1. For any k > 1, if a policy 7 in 11, maximizes H (), then m minimizes the posterior
label entropy G(r).

Proof. Tt can be easily verified that H(7) + G(r) is the Shannon entropy of the label distribution
po| - ; X], which is a constant (detailed proof is in the supplementary). Thus, the theorem follows.
O

The usual maximum Shannon entropy criterion, which selects the next example x maximizing
Eyppy:z] [~ Inpply; 2]] where D is the previously observed labeled examples, can be thought of
as a greedy heuristic for building a policy 7 maximizing H (7). However, it is still unknown whether
this greedy criterion has any theoretical guarantee, except for the non-adaptive case.

In this paper, we introduce a new objective for active learning: the policy Gibbs error. This new
objective is a lower bound of the policy entropy and there are near-optimal greedy algorithms to
optimize it. Intuitively, the policy Gibbs error of a policy 7 is the expected probability for a Gibbs
classifier to make an error on the set adaptively selected by 7. Formally, we define the policy Gibbs
error of a policy 7 as

V(m) & Eppg[1—pG 1ol ], (1

In the above equation, 1 — p{[p] is the probability that a Gibbs classifier makes an error on the
selected set along the path p. Theorem [2] below, which is straightforward from the inequality
x > 1+ Inz, states that the policy Gibbs error is a lower bound of the policy entropy.

Theorem 2. For any (full or partial) policy 7, we have V (7) < H (7).



Given a budget of k queries, our proposed objective is to find 7* = arg max ¢, V (7), the height
k policy with maximum policy Gibbs error. By maximizing V (), we hope to maximize the policy
entropy H(w), and thus minimize the uncertainty in the remaining examples. Furthermore, we
also hope to obtain a small expected error of a posterior Gibbs classifier, which upper bounds the
Bayes error but is at most twice of it. Using this objective, we propose greedy algorithms for
active learning that are provably near-optimal for probabilistic hypotheses. We will consider the
non-adaptive, adaptive and batch settings.

3.1 The Non-adaptive Setting

In the non-adaptive setting, the policy 7 ignores the observed labels: it never updates the posterior.
This is equivalent to selecting a set of examples before any labeling is done. In this setting, the
examples selected along all paths of 7 are the same. Let z, be the set of examples selected by .
The Gibbs error of a non-adaptive policy 7 is simply

V<7T) = EyNI)o[ T [1 — Do [y; ITF]]

Thus, the optimal non-adaptive policy selects a set S of examples maximizing its Gibbs error, which
is defined by €20 (S) % 1 — 37 poly; S]*.

In general, the Gibbs error of a distribution P is 1— ", P[i]?, where the summation is over elements
in the support of P. The Gibbs error is a special case of the Tsallis entropy used in nonextensive
statistical mechanics [4] and is known to be monotone submodular [7]. From the properties of
monotone submodular functions [8]], the greedy non-adaptive policy that selects the next example

Tip1 = arg m;xx{ezo(S,; U{z})} = arg mgx{l - Zpo [y; Si U {z}]?}, (2)

y

where S; is the set of previously selected examples, is near-optimal compared to the best non-
adaptive policy. This is stated below.

Theorem 3. Given a budget of k > 1 queries, let 7, be the non-adaptive policy in 11}, selecting
examples using Equation @), and let 7, be the non-adaptive policy in 11y, with the maximum policy
Gibbs error. Then, V (m,) > (1 — 1/e)V(w}).

3.2 The Adaptive Setting

In the adaptive setting, a policy takes into account the observed labels when choosing the next
example. This is done via the posterior update after observing the label of a selected example.
The adaptive setting is the most common setting for active learning. We now describe a greedy
adaptive algorithm for this setting that is near-optimal. Assume that the current posterior obtained
after observing the labeled examples D is pp. Our greedy algorithm selects the next example z that
maximizes €f? (r):

r* = argmax €)” (z) = argmax{1 — pr[y; z)?}). (3)

’ ’ yey

From the definition of €/ in Section ebr (z) is in fact the Gibbs error of a 1-step policy with
respect to the prior pp. Thus, we call this greedy criterion the adaptive maximum Gibbs error
criterion (maxGEC). Note that in binary classification where |Y| = 2, maxGEC selects the same
example as the maximum Shannon entropy and the least confidence criteria. However, they are
different in the multi-class case. Theorem 4] below states that maxGEC is near-optimal compared to
the best adaptive policy with respect to the objective in Equation ().

Theorem 4. Given a budget of k > 1 queries, let 7™*CEC be the adaptive policy in 11, selecting
examples using maxGEC and ©* be the adaptive policy in 11}, with the maximum policy Gibbs error.
Then, V (7™*CEC) > (1 — 1/e)V (7*).

The proof for this theorem is in the supplementary material. The main idea of the proof is to reduce
probabilistic hypotheses to deterministic ones by expanding the hypothesis space. For deterministic
hypotheses, we show that maxGEC is equivalent to maximizing the version space reduction objec-
tive, which is known to be adaptive monotone submodular [2]]. Thus, we can apply a known result
for optimizing adaptive monotone submodular function [2]] to obtain Theorem 4]



Algorithm 1 Batch maxGEC for Bayesian Batch Active Learning

Input: Unlabeled pool X, prior pg, number of iterations k, and batch size s.
fori=0tok —1do

S0

forj =0tos—1do

T < argmax, h (SU{z}); S Su{z'}; X« X\ {z"}

end for

ys < Query-labels(S);  p;4+1 < Posterior-update(p;, S, ys)
end for

3.3 The Batch Setting

In the batch setting [S], we query the labels of s (instead of 1) examples each time, and we do
this for a given number of k iterations. After each iteration, we query the labeling of the selected
batch and update the posterior based on this labeling. The new posterior can be used to select the
next batch of examples. A non-adaptive policy can be seen as a batch policy that selects only one
batch. Algorithm [T] describes a greedy algorithm for this setting which we call the barch maxGEC
algorithm. At iteration ¢ of the algorithm with the posterior p;, the batch S is first initialized to be
empty, then s examples are greedily chosen one at a time using the criterion

x* = arg max e (SuU{z}). 4)

This is equivalent to running the non-adaptive greedy algorithm in Section [3.1]to select each batch.
Query-labels(.S) returns the true labeling ys of S and Posterior-update(p;, S, ys) returns the new
posterior obtained from the prior p; after observing ys.

The following theorem states that batch maxGEC is near optimal compared to the best batch policy
with respect to the objective in Equation (I)). The proof for this theorem is in the supplementary
material. The proof also makes use of the reduction to deterministic hypotheses and the adaptive
submodularity of version space reduction.

Theorem 5. Given a budget of k batches of size s, let Wg“aXGEC be the batch policy selecting k
batches using batch maxGEC and m} be the batch policy selecting k batches with maximum policy

Gibbs error. Then, V (mPCEC) > (1 — e~(e= /)Y (7).

This theorem has a different bounding constant than those in Theorems [3|and ] because it uses two
levels of approximation to compute the batch policy: at each iteration, it approximates the optimal
batch by greedily choosing one example at a time using equation (@) (15" approximation). Then it
uses these chosen batches to approximate the optimal batch policy (2" approximation). In contrast,
the fully adaptive case has batch size 1 and only needs the 2 approximation, while the non-adaptive
case chooses 1 batch and only needs the 1%¢ approximation.

In non-adaptive and batch settings, our algorithms need to sum over all labelings of the previously
selected examples in a batch to choose the next example. This summation is usually expensive and
it restricts the algorithms to small batches. However, we note that small batches may be preferred in
some real problems. For example, if there is a small number of annotators and labeling one example
takes a long time, we may want to select a batch size that matches the number of annotators. In
this case, the annotators can label the examples concurrently while we can make use of the labels as
soon as they are available. It would take a longer time to label a larger batch and we cannot use the
labels until all the examples in the batch are labeled.

4 Computing maxGEC

We now discuss how to compute maxGEC and batch maxGEC for some probabilistic models. Com-
puting the values is often difficult and we discuss some sampling methods for this task.

4.1 MaxGEC for Bayesian Conditional Exponential Models

A conditional exponential model defines the conditional probability Py [7]Z] of a structured la-
bels ¢ given a structured inputs @ as P\[y]Z] = exp (}io, NiF5(§. 7)) /ZA(Z), where A =



Algorithm 2 Approximation for Equation (4).

Input: Selected unlabeled examples S, current unlabeled example x, current posterior pf,.
Sample M label vectors (y*)M ! of (X \ T) UT from p, using Gibbs sampling and set 7 < 0.
fori =0to M — 1do

fory € Y do

Polh(S) = yis A h(e) =] = M7 {y7 [ vh = ys Ay, =l
r 1+ (pH[h(S) = ys Ah(z) = y])*
end for

end for
return 1 —r

A1, A2, ..., Ay ) 1S the parameter vector, F; g, T) is the total score of the i-th feature, and 2, (¥) =
p
~exp " NE i/, T)) is the partition function. A well-known conditional exponential model
Yy 1=1 p p

is the linear-chain conditional random field (CRF) [6] in which Z and ¥ both have sequence struc-
tures. That is, ¥ = (21,%2,...,%)7) € X and ¢ = (Y1,Y2, - Yj7|) € YI#l. In this model,

Fi(y,%) = lei1 fi(yj,yj—1, &) where f;(y;,y;—1,Z) is the score of the i-th feature at position j.

In the Bayesian setting, we assume a prior po[A] = [[/~, po[A:] on A, where pg[A;] = N'(\;]0, 02)
for aknown o. After observing the labeled examples D = {(Z, ;) }’—,, we can obtain the posterior

t m m ) 2
pp[A] = po[A|D] H Z,\(lf») exp (Z AiFi(gj,fj)> exp <—; Z (i:) > )
J i=1

j=1 i=1

For active learning, we need to estimate the Gibbs error in Equation from the pos-
terior pp. For each ¥, we can approximate the Gibbs error €l?(Z) =1— > .pply; 7)?

by sampling N hypotheses A',\2,...,AYN from the posterior pp. In this case,
P (f)~1—- N2 Zjvzl Zi\il Zyi o2t (Z)/Z3i (Z) Zxe (¥). The derivation for this formula is in
the supplementary material. If we only use the MAP hypothesis A\* to approximate the Gibbs error
(i.e. the non-Bayesian setting), then N = 1 and €0 (&) ~ 1 — Zox«(F)/Zx (T)?.

This approximation can be done efficiently if we can compute the partition functions Z)(Z) effi-
ciently for any A. This condition holds for a wide range of models including logistic regression,
linear-chain CRF, semi-Markov CRF [9], and sparse high-order semi-Markov CRF [10].

4.2 Batch maxGEC for Bayesian Transductive Naive Bayes

We discuss an algorithm to approximate batch maxGEC for non-adaptive and batch active learning
with Bayesian transductive Naive Bayes. First, we describe the Bayesian transductive Naive Bayes
model for text classification. Let Y € ) be a random variable denoting the label of a document
and W € W be a random variable denoting a word. In a Naive Bayes model, the parameters are
0 = {0y }yey U{0uw|y fwew ycy, where 8, = P[Y = y] and 0,,), = P[W = w|Y = y|. For a
document X and a label Y, if X = {W3, Wy, ..., W x|} where W; is a word in the document, we

model the joint distribution P[X, Y] = 6y [TX] 6,y

In the Bayesian setting, we have a prior po[6] such that ), ~ Dirichlet(c) and 6,,,,, ~ Dirichlet(c,)
for each y. When we observe the labeled documents, we update the posterior by counting the labels
and the words in each document label. The posterior parameters also follow Dirichlet distributions.
Let X be the original pool of training examples and 7 be the unlabeled testing examples. In trans-
ductive setting, we work with the conditional prior p§[6] = po[0|X; T]. Foraset D = (T,yr) of
labeled examples where 7' C X is the set of unlabeled examples and y is the labeling of T', the
conditional posterior is p%,[0] = po[0|X; T;D] = ppl0|(X \ T') U T], where pp[0] = po[0|D] is
the Dirichlet posterior of the non-transductive model. To implement the batch maxGEC algorithm,
we need to estimate the Gibbs error in Equation from the conditional posterior. Let S be the
currently selected batch. For each unlabeled example x ¢ S, we need to estimate:

>, (5 [h(S) = ys A h(z) = y))?
Pplys; S

)

1= 3" (05 [h(S) = ys Ah(z) =4))* =1 - By,

ys,y



Table 1: AUC of different learning algorithms with batch size s = 10.

Task TPass maxGEC LC NPass LogPass LogFisher
alt.atheism/comp.graphics 87.43 91.69 91.66 84.98 91.63 93.92
talk.politics.guns/talk.politics.mideast 84.92 92.03 92.16 80.80 86.07 88.36
comp.sys.mac.hardware/comp.windows.x ~ 73.17 93.60 9227 7441 85.87 88.71
rec.motorcycles/rec.sport.baseball 93.82 96.40 96.23 92.33 89.46 93.90
sci.crypt/sci.electronics 60.46 85.51 85.86  60.85 82.89 87.72
sci.space/soc.religion.christian 92.38 95.83 9545 89.72 91.16 94.04
soc.religion.christian/talk.politics.guns 91.57 95.94 95.59 85.56 90.35 93.96
Average 83.39 93.00 9275 81.24 88.21 91.52

where the expectation is with respect to the distribution p%[ygs; S]. We can use Gibbs sampling
to approximate this expectation. First, we sample M label vectors y x\7)yu7 of the remaining
unlabeled examples from p$, using Gibbs sampling. Then, for each y g, we estimate p$,[ys; S| by
counting the fraction of the M sampled vectors consistent with yg. For each yg and y, we also
estimate p%, [h(S) = ys A h(z) = y] by counting the fraction of the M sampled vectors consistent
with both yg and y on S U {«}. This approximation is equivalent to Algorithm In the algorithm,
y's is the labeling of S according to y*.

5 Experiments

5.1 Named Entity Recognition (NER) with CRF

In this experiment, we consider the NER task with the Bayesian CRF model described in Section
@ We use a subset of the CoNLL 2003 NER task [11] which contains 1928 training and 969
test sentences. Following the setting in [12]], we let the cost of querying the label sequence of each
sentence be 1. We implement two versions of maxGEC with the approximation algorithm in Section
[T} the first version approximates Gibbs error by using only the MAP hypothesis (maxGEC-MAP)
and the second version approximates Gibbs error by using 50 hypotheses sampled from the poste-
rior (maxGEC-50). We sample the hypotheses for maxGEC-50 from the posterior by Metropolis-
Hastings algorithm with the MAP hypothesis as the initial point.

We compare the maxGEC algorithms with 4 other learning criteria: passive learner (Passive), active
learner which chooses the longest unlabeled sequence (Longest), active learner which chooses the
unlabeled sequence with maximum Shannon entropy (SegEnt), and active learner which chooses the
unlabeled sequence with the least confidence (LeastConf). For SegEnt and LeastConf, the entropy
and confidence are estimated from the MAP hypothesis. For all the algorithms, we use the MAP
hypothesis for Viterbi decoding. To our knowledge, there is no simple way to compute SegEnt or
LeastConf criteria from a finite sample of hypotheses except for using only the MAP estimation.
The difficulty is to compute a summation (minimization for LeastConf) over all the outputs % in the
complex structured models. For maxGEC, the summation can be rearranged to obtain the partition
functions, which can be computed efficiently using known inference algorithms. This is thus an
advantage of using maxGEC.

We compare the total area under the F; curve (AUC) for each algorithm after querying the first 500
sentences. As a percentage of the maximum score of 500, algorithms Passive, Longest, SegEnt,
LeastConf, maxGEC-MAP and maxGEC-50 attain 72.8, 67.0, 75.4, 75.5, 75.8 and 76.0 respec-
tively. Hence, the maxGEC algorithms perform better than all the other algorithms, and significantly
so over the Passive and Longest algorithms.

5.2 Text Classification with Bayesian Transductive Naive Bayes

In this experiment, we consider the text classification model in Section[d.2] with the meta-parameters
a = (0.1,...,0.1) and oy, = (0.1,...,0.1) for all y. We implement batch maxGEC (maxGEC)
with the approximation in Algorithm [2|and compare with 5 other algorithms: passive learner with
Bayesian transductive Naive Bayes model (TPass), least confidence active learner with Bayesian
transductive Naive Bayes model (LC), passive learner with Bayesian non-transductive Naive Bayes
model (NPass), passive learner with logistic regression model (LogPass), and batch active learner



with Fisher information matrix and logistic regression model (LogFisher) [5]. To implement the
least confidence algorithm, we sample M label vectors as in Algorithm [2|and use them to estimate
the label distribution for each unlabeled example. The algorithm will then select s examples whose
label is least confident according to these estimates.

We run the algorithms on 7 binary tasks from the 20Newsgroups dataset [13] with batch size s =
10, 20, 30 and report the areas under the accuracy curve (AUC) for the case s = 10 in Table[T] The
results for s = 20, 30 are in the supplementary material. The results are obtained by averaging over
5 different runs of the algorithms, and the AUCs are normalized so that their range is from O to
100. From the results, maxGEC obtains the best AUC scores on 4/7 tasks for each batch size and
also the best average AUC scores. LC also performs well and its scores are only slightly lower than
maxGEC. The passive learning algorithms are much worse than the active learning algorithms.

6 Related Work

Among pool-based active learning algorithms, greedy methods are the simplest and most common
[14]. Often, the greedy algorithms try to maximize the uncertainty, e.g. Shannon entropy, of the
example to be queried [12]. For non-adaptive active learning, greedy optimization of the Shannon
entropy guarantees near optimal performance due to the submodularity of the entropy [2]. However,
this has not been shown to extend to adaptive active learning, where each example is labeled as soon
as it is selected, and the labeled examples are exploited in selecting the next example to label.

Although greedy algorithms work well in practice [[12,[14], they usually do not have any theoretical
guarantee except for the case where data are noiseless. In noiseless Bayesian setting, an algorithm
called generalized binary search was proven to be near-optimal: its expected number of queries is
within a factor of (In m + 1) of the optimum, where py is the prior [2]. This result was ob-
tained using the adaptive submodularity of the version space reduction. Adaptive submodularity is
an adaptive version of submodularity, a natural diminishing returns property. The adaptive submod-
ularity of version space reduction was also applied to the batch setting to prove the near-optimality of
a batch greedy algorithm that maximizes the average version space reduction for each selected batch
[3]]. The maxGEC and batch maxGEC algorithms that we proposed in this paper can be seen as gen-
eralizations of these version space reduction algorithms to the noisy setting. When the hypotheses
are deterministic, our algorithms are equivalent to these version space reduction algorithms.

For the case of noisy data, a noisy version of the generalized binary search was proposed [[15]. The
algorithm was proven to be optimal under the neighborly condition, a very limited setting where
“each hypothesis is locally distinguishable from all others” [15]]. In another work, Bayesian active
learning was modeled by the Equivalance Class Determination problem and a greedy algorithm
called EC? was proposed for this problem [16]]. Although the cost of EC? is provably near-optimal,
this formulation requires an explicit noise model and the near-optimality bound is only useful when
the support of the noise model is small. Our formulation, in contrast, is simpler and does not require
an explicit noise model: the noise model is implicit in the probabilistic model and our algorithms
are only limited by computational concerns.

7 Conclusion

We considered a new objective function for Bayesian active learning: the policy Gibbs error. With
this objective, we described the maximum Gibbs error criterion for selecting the examples. The algo-
rithm has near-optimality guarantees in the non-adaptive, adaptive and batch settings. We discussed
algorithms to approximate the Gibbs error criterion for Bayesian CRF and Bayesian transductive
Naive Bayes. We also showed that the criterion is useful for NER with CRF model and for text
classification with Bayesian transductive Naive Bayes model.
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A Detailed Proof of Theorem /1]

In the following, let p take range as the set of paths from the root to the leaves in the policy 7. The
notation pg[y; S] means the probability that examples in S are assigned labels y, and we also use
pol(y,y'); (S, 8] to refer to the probability that examples in .S and S’ are assigned labels y and y’
respectively. Let 1(A) be the indicator function for the event A. In this proof, note that if we fix a
labeling y of X, the path p followed from the root to a leaf of the policy tree during the execution
of the policy 7 is unique (we only consider deterministic policies). The entropy of the distribution
po[ ° X ] is

- Zpo ¥; X]Inpo[y; X]

- Z Z 1(y is consistent with p)po[y; X ] In pg[y; X]]

— Z Z (y is consistent with p)po[y; X In poly; X]]

fz Zpo Yo ¥')5 (2, X \ ) Inpo[ (Y, ¥'): (2, X \ )]

- Z ZPO ym mmX \ xp)][lnp()[ym xp] + lnpp[y X \ xp]]

_ZZPO Yo, ¥ )i (@, X \ )] Inpoly,; z,)]
—ZZPO (s ¥): (2, X \ )] Inp,ly's X \ ]

- Zpo Wi o) npolypi ) = D 1> poltps wplpoly’s X \ 2] Inp,[y’; X \ 2]

)+ Zpo(yp; z,)G(p)

P
= H(m)+ G(m).
Thus, the theorem holds.



B Proof of Theoremd

To prove Theorem {4, we first reduce probabilistic hypotheses (or mappings) to deterministic (or
noiseless) ones by expanding the hypothesis space. Then, we apply a known result on deterministic
hypotheses to obtain the result for the probabilistic hypotheses.

B.1 An Equivalence between Probabilistic and Deterministic Hypotheses

First, we establish a relationship between probabilistic and deterministic hypotheses. Recall that
h € H is a probabilistic hypothesis, and P[h(x) = y|h] € [0, 1] for all 2 when h itself is probabilis-
tic. Let T be a set of examples (without the labels) and let yr be the labeling of T. Let D = (T, yr).
Let po be the prior on H. The posterior pp is obtained from pg using Bayes rule

_ polW]PIR(T) = yr|h]

po[M(T) = yr]
From this noisy model for probabilistic hypothesis h, we construct an equivalent noiseless and deter-
ministic one. We consider a hypothesis space ' such that H' = {h{ }ycyix and by (2) = y({a})
for all z € X. In this definition, forany S C X, Y 151 is the set of all labelings of .S and y(s) is the
projection of y on S, i.e. the labeling of S according to y. Hence, y (.}, is the label of = according
toy.
In the above definition, ' is indexed by the labelings of the pool X and each hy in
H' is a deterministic hypothesis.  Further, we construct a prior p; over M’ such that
polhy] = po[M(X) = y] = > _,cp PolP] P[A(X) = y|h]. The result is that pj [y ] is the probability
that the labeling of X is y in the probabilistic model. Given D, the posterior p/, on H' is obtained
from pj, by

pplh] = pol[h|D]

polhy] 1(y )y = yr)
> yeyixi Polhy ) Ly 1y = yr)’

where 1(A) is the indicator function for the event A. In essence, we have “moved” uncertainty
associated with the likelihood P[h(T") = yr|h] into the prior pj.

pplhy] =

We now prove that the above two models are in fact equivalent in the sense that
pp[h(S) = ys] = pip[h'(S) = ys] for any S € X \ T and ys € Y!°l. This means that both
models always give the same probability for the event 2(S) = yg. To prove this result, we need the
following lemma about po[D] = po[h(T') = yr)-

Lemma 1. We have po[h(T) = yr] = > p[hy] 1(y (1) = yr).

yeYIXI

Proof. For a probabilistic hypothesis h, po[h(T') = yr| = >}, c4y Po[R] P[M(T) = yr|h]. Expand-
ing P[h(T) = yr|h] by summing over all possible labelings of the remaining unlabeled examples in
X\ T, we have

po[P(T) = yr] = Z polh] Z PA(X) =y[h] 1y () = yr)

heH yeYIX|
= > Ly =yr) > polP[h(X) = y|h]
yeyIXI heH
= > Ly =yr) polh-
yey\xl

O

Using Lemmal[I] we can prove the following equivalence.

Lemma 2. Let pp and p, be the posteriors of the probabilistic and deterministic models respec-
tively after observing the labeled examples D = (T, yr). Forany S C X \ T and ys € Y91, we
have pp[h(S) = ys| = pp[I'(5) = ys].



Proof. For the probabilistic hypotheses, we have
=yrlh
polt() = us] = 3 ol PIn(S) = yslt] = Y- 200D = VL pias) —
heH heH =yr

Expanding P[A(T) = yr|h] P[h(S) = ys|h] by summing over all p0551ble labelings of the remain-
ing unlabeled examples in X \ (T'U S), we have
]

po[h(S) =ys] = > leﬁgh_] > P(X) = y|h] 1(y(r) = yr) Ly (s) = ys)

hEH y€y|x|
1(y(r) = yr) Ly(s) = ys)
= Y T 2 PO =y
yeyIx| PolE) =¥r hew
_ Ly = yr) 1yis) =Ys)
-2 WD) =y TS
yeyIX| Po Yr
The last equality is from the definition of py[hy]. From Lemmaand the definition of pi[hy |:
polhyl Wy =yr) _ polhyl 1y ery = yr) Piolh,.
pol(T) = yr] > yeyixi Po[Ry] Ly 1y = yr) P
Thus, pp[h(S) = ys] = -, eyixi Pplhy] L(y(sy = ys) = pp[h'(S) = ys]. O

B.2 Near-optimality of the Noiseless Model

We now focus on the space H' of deterministic hypotheses. We will make use of the notations for
the noiseless model in [1]]. In this model, for a set of unlabeled examples .S C X and a hypothesis
h € H’', we can define the version space V (S, h) as the set of all hypotheses in ' that are consistent
with h on S. Formally, V (S, h) = {h' € H' : h'(S) = h(S)}. The probability of the version space
V' (S, h) with respect to the prior py, is
polV(S,) = D" polh'] = Pripy [W(S) = h(S) | h].
h'eV (S,h)

Let f(S,h) = 1 — py[V (S, h)] be the version space reduction function. It is known that in the
noiseless model, the version space reduction function f (.S, ) is adaptive monotone submodular [1].
Thus, the greedy adaptive policy selecting 2* = arg max, Ejp [f(SU{x}, h)— f(S, h)], where S
is the previously selected set and p’, is the current posterior of the noiseless model, is near-optimal.
This property is stated in Theorem [A]below and is a direct consequence of Theorem 5.2 in [1I].
Theorem A. For any k > 1, in the noiseless model, let 7 be the greedy adaptive policy that
selects k examples by the criterion x* = arg max; B,y [f(S U {z}, h) — f(S, h)], where S is the
previously selected set and pp, is the posterior after observing the labels of S. Let T be the adaptive
policy that selects the optimal k examples in terms of the version space reduction objective. We have

gty [f (@, 1y )] > (1 = *)Ehf oy [ (@ pme vy B )],

where B, [ ] is with respect to the distribution py[hy] and x ,=.v is the set of unlabeled examples
selected by T (along the path p™Y ) assuming the true labeling of X is'y.

Note that once we assume the true labeling of X to be a fixed y, the policy 7 follows exactly one
path from the root to a leave in the policy tree of 7. This path is denoted by p™Y in Theorem [A]
Using Theorem[A]and Lemma 2] we can now prove Theorem

B.3 Proof of Theorem [

For any algorithm 7, we have
]Eh/y~pg [f(zpmv, b y ZPO h/ polV (zpmv, h;)D

= ZPO hyl (1= oW (2pm5) = Via,n0)]) -
Yy



By definition of pglhy], we have pglhy] = po[h(X) =y] = poly; X]. From Lemma
p6[h,(l’pw,y) - y(;cpw,y)] = Po [h(zpw’y) - y(xpmy)]' Thus,

Epympy [f (2o, hy) Zpo ¥; X] (1= po[h(@pr) = Yz, n)])

= Z > polyi XT (1= polh(pmy) = ¥ (apms)])

P y:pTY=p
= (L =polh(z,) =v,)) D poly; X]
P yipTY=p
=> (1 =p5le) rile]
P
=V(m).
Hence, the inequality in Theorem [A]is equivalent to V (7) > (1 —1/e)V (7*).
Thus, to prove Theorem@ what remains is to prove that the example x* selected by 7™*EC yging

Equation (3) satisfies 2* = arg max, Epp, [f(S U {z}, h) — f(S,h)].
In the deterministic (noiseless) case, for any x € X, consider
Epmps, [PV (S U{z}, B)]] = > ppW]pV(SU{a}, A
h'eH’:pi[A']>0
=Y > poll]po[V(S U {z}, 1))
yEY h'eH’:piL[R/]>0AN (z)=y
hi
2oy ()50 P[]

For all 1/ satisfying p/,[h/] > 0, we have p/,[h'] =
Thus, if 2 also satisfies h'(z) = y, we have

polV (S U {z}, 1))

> polh]

h':p5[R']>0AR! (z)=y

= > péa[h’] Y wlb]

R':plp [R/]>0AR! (2)= ' :ply [A]>0

Hence,

By, [P6[V (S UA{x}, h)]]

> > pp[l] > ppll’] Y polk]

YyEY h':pl, [W]>0AR! (z)=y h':pL[R']>0AR (z)=y h':p5[h']>0

= POEIAE DY > pplh] > P'D (7]

h':p5[R']>0 YEY h':p5 [R']>0AR! (z)=y h':p5[R']>0AR (x)=

2

= > w1 D> > Pplh]

h':p5[R']>0 y€Y \h':pL[W]>0AR (z)=y
=1 D plT| | Db () =)’

h:ply [R]>0 yey



Thus,

argmax { 1— % (pp[l/(2) = y))* p = argmin Y _ (pp['(2) = y))?
yey yey

= arg n;in Eprmpr, [P0V (S U {2}, 2)]]
= arg m;xXIE;L/Np/D [f(SU{x}, A
= argmgxIEh/Np/D [F(SU{z}, b)) — f(S,h)].

Furthermore, by Lemma[2] the example 2* selected by Equation (3) satisfies

" = argmax q 1 — Z(pp[h(x) =y))?p = argmax q 1 — Z(p&;[h’(m) =y])?
yey yey

Thus, z* = arg max, By [f(S U {2}, ') — f(S, )] and Theorem 4] holds.

C Proof of Theorem [3

We use the same notations as in Section [3.1]in the main paper. In each iteration of Algorithm[I] the
example 2* selected for the current batch by Equation () satisfies

¥ = arg max ep(Su {z}) = arg max {ez(S U{z}) — eZ(S)} ,

where p is the current posterior in the probabilistic model. From Theorem 3] the batch S selected in
each iteration of Algorithm (l|is near optimal, i.e, it satisfies €b () > (1 — 1/e) maxgr.|g/|— €5(S5").
To prove the near-optimality for the whole batch algorithm, we can employ the same noiseless model
H' as in Section From Lemma eb(S) =13, . plys; SI> =1 -3, 1'[ys; SI?, where
p’ is the corresponding posterior in the noiseless model and the summations are over all possible
labelings ys of S. The following proposition states that 1 — >~ p'[ys; S)? is equal to the expected
version space reduction in the noiseless model.

Proposition 1. For any S C X, in the noiseless model,

By [ = [V(S,B)]] = 1= [ys; S]*.

Proof. In the noiseless model, we have E; . [1—p'[V (S, hy)]] = Eyp [L=p'[V (S, Ay )]], where
the second expectation is with respect to p'[y; X] = p'[hy ]. Furthermore,

Ey~p[1 = P'[V(S, )l = Eynp[1 = P[y(5)5 Il = Eysnpr[1 = P [ys; S1I,
where E, /[ -] is the expectation with respect to the distribution p'[ - ; S]. Hence,

Byt [1 = D' [V (S, W) = Bysmpr [1 = Plys; SN = 1= > p'lys; SI*.
Ys
O

Thus, €b(S) is equivalent to the expected version space reduction in the noiseless model with de-
terministic hypotheses. So, in the noiseless model, Algorithm |1|is equivalent to the BatchGreedy
algorithm proposed in [2]. According to the results in [2], the version space reduction after observ-
ing the labeling of each batch is monotone adaptive submodular. Furthermore, from Theorem [3}
the average version space reduction after selecting each batch is near-optimal, i.e, each iteration of
Algorithm[I]is an e/(e — 1)-approximate greedy step [1].

For any k > 1, let 7"GEC be the policy selecting k batches using the batch maxGEC policy and 7}
be the batch policy selecting the optimal % batches with respect to the policy Gibbs error objective.
From Theorem 5.2 in [1]],

Eng (1= D41V (& pucsc y B > (1= ¢~ OR i [1— [V (g 1],

o ity Yy lly



where p( is the prior of the noiseless model and z,=,.v is the set of all examples selected by the
batch algorithm 7, after k iterations (k s examples in total), assuming the true labeling of the pool
Xisy.

From Section Ens oy [1 = o[V (2 pmow, BY)]] = V() for any policy 7. Thus, we obtain
Theorem[3]

D Derivation for the Approximation of Gibbs Error in Bayesian CRFs

‘We have:

1 (e (S N F.5)
> (; 2, (@) )
1 NN 1 m ) moo
=Nz ;; 75 () Ze (7) ;GXP (; Aﬁi(%ﬂf)) exp (2 /\ZFz(y,:v)>
1 NN 1 m } t N
= 7;; 75 () Ze (7) %:e"p (;(% + /\Z)Fﬁ(y71)>
L SRR Zyn (@)
B 7;; Zi (8) Zx (E)

E Experimental Results for Text Classification using Bayesian Transductive
Naive Bayes with Batch Sizes s = 20, 30

Table 1: AUC of different learning algorithms with batch size s = 20.

Task TPass maxGEC LC NPass LogPass LogFisher
alt.atheism/comp.graphics 87.62 91.52 91.70  84.85 91.28 93.37
talk.politics.guns/talk.politics.mideast 84.23 92.52 92.56 80.61 85.89 86.93
comp.sys.mac.hardware/comp.windows.x ~ 73.96 91.71 89.98  74.79 85.83 88.06
rec.motorcycles/rec.sport.baseball 93.65 95.95 95.93  92.04 89.25 93.11
sci.crypt/sci.electronics 61.10 86.19 8597 61.28 82.80 86.93
sci.space/soc.religion.christian 92.44 95.77 95.77  89.67 91.04 93.48
soc.religion.christian/talk.politics.guns 91.11 94.56 94.56 8541 90.09 93.12
Average 83.44 92.60 9235 81.23 88.02 90.71




Table 2: AUC of different learning algorithms with batch size s = 30.

Task TPass maxGEC LC NPass LogPass LogFisher
alt.atheism/comp.graphics 87.72 92.22 9222 8527 91.05 92.88
talk.politics.guns/talk.politics.mideast 85.13 92.20 92.17  81.00 85.63 86.35
comp.sys.mac.hardware/comp.windows.x ~ 72.81 88.58 88.53 74.53 85.75 87.52
rec.motorcycles/rec.sport.baseball 94.03 96.21 96.22 92.09 89.03 92.22
sci.crypt/sci.electronics 61.71 86.12 8525 61.62 82.74 86.31
sci.space/soc.religion.christian 91.09 95.86 95.86 88.76 90.88 92.82
soc.religion.christian/talk.politics.guns 91.00 95.54 95.54 85.19 89.65 91.89
Average 83.36 92.39 9226 81.21 87.82 90.00
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