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METHOD OF ANALYSING SKIN IMAGES USING
A REFERENCE REGION TO DIAGNOSE A SKIN DISORDER

Field of the Invention

This invention relates to computer-aided dermatological diagnosis and treatment
of skin disorders. More particularly, this invention relates to a system that captures a
suitable image of skin of a body part and processes for identifying skin disorders in the
image. Still more particularly, this invention relates to a system that captures a suitable
image of facial skin and provides processes for identifying skin disorders in a region of

interest in the image using a reference region from the image.
Summary of the Prior art

It is a problem that dermatologists, general practitioners, and other skin specialists
often have problems diagnosing and monitoring treatment of various skin disorders.
Often times the diagnosis and treatment of disorders are based on the subjective
observations of a caregiver. These observations can be affected by any number of
personal or environmental factors. Furthermore, the measurement of progress of a
treatment program often relies on the memory and subjective observations of caregiver.
Thus, the measurement of progress during treatment is often not accurate. Therefore,
caregivers are often late to recognize that an ailment is not responding to the current
treatment program. Furthermore, caregivers are often not able to show the progress of a
treatment program to a patient to assure the patient that progress is being made.
Therefore, those skilled in the art are constantly striving to find better systems for

diagnosing and monitoring treatment of skin disorders.

One manner that those skilled in the art have sought to make diagnosis and
monitoring more objective is image processing. However, the use of images presents
many problems. First, diagnosing and monitoring of skin disorders depend upon
identifying the size and color of the afflicted area of skin. Any number of environmental
factors may affect an image and an analysis performed using an image. These include,
but are not limited to, the lighting of the room affecting the color of an image, and the
angle and distance from which a camera captures the image affecting both size and
shape of the imaged area. Thus, conventional images do not offer an adequate

alternative.
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In the past, numerous systems have been proposed to try to provide uniform
lighting, camera angle and distance with respect to the afflicted area to provide consistent
images for use in analysis of the area. A first group of prior art systems provides a hand
held device to place a cone over a small portion of skin to block ambient lighting and then
illuminate the skin under the cone with a lighting system. The device may then provide
viewing optics to view the illuminated skin or a camera to capture an image of the skin.
Example of these prior art systems are described in GB Patent number 2,364,376,
entitled “Skin lllumination and Examination Apparatus” in the name of Astron Clinics
Limited; US Patent Number 4,911,544, entitled “Skin Condition Analyser for
Cosmetologists” issued to Walsh; US Patent Number 6,251,070, entitled “Device and
Method for Measuring Skin Parameters” issued to Khazaka; US Patent number 5, 825,
502, entitled “Device for Close-up Imagery of Surfaces” issued to Mayer; US patent
publication 2004/0174525, entitled “Dermoscopy Epiluminescence Employing Cross and
Parallel Polarization” on behalf of Mullani; and US Patent Publication Number
2004/0257439, entitled “Skin Observing Apparatus” on behalf of Shirai et al. One
problem with these hand held devices is that surface of skin that can be viewed and/or
imaged at one time is limited. Therefore, these devices are not ideal for diagnosing
and/or analysing skin disorders such as acne or the like which may be spread over a

large amount of skin such as a face or back of a subject.

A second group of prior art systems provides systems with a compartment which
regulate the light applied to skin on a body part such as a face. This second group of
systems often provide a substantially enclosed compartment to block out ambient light
and a lighting system in the compartment to provide the desired lighting for the skin such
as described in US patent number 6,993,167, entitled “System and Method for Examining,
Recording, and Analyzing Dermatological Conditions” issued to Skladnev et al. However,
this system does not provide a camera for taking pictures from varying angles or a
method for holding a head or other body part in substantially the same position for

different examinations.

Some of these second group systems do provide a head rest and other devices
for holding the head or other body part in place while the proper lighting is provided in the
compartment. However, the cameras provided in these systems are either fixed to
capture images from one vantage point or connected to devices for moving the camera

within the compartment. The use of devices to position the camera often makes it difficult
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to capture images from substantially the same view points in subsequent visits.
Furthermore, the use of the devices often makes movement of the camera time
consuming and bothersome for a patient enclosed in the compartment. Such second
group systems are described in US Patent Publication 2004/0218810, entitled “Systems
and Methods for Computer Analysis of Skin Image” on behalf of Momma; WO Publication
Number 2005/099575, entitled “Face Imaging Device” on behalf of Moritex Corporation;
and US Patent Publication 2006/0092315, entitled “Skin Imaging System with Probe” on
behalf of Payonk et al.

A third group of prior art systems describes systems that receive images of skin
and identify defects or blemishes and recommend a product or treatment. Examples of
these systems are disclosed in US patent 6,571,003, entitled “Skin Imaging and Analysis
Systems and Methods” issued to Hillebrand et al.; and US Patent Publication
2004/0125996, entitled “Skin Diagnostic Imaging Method and Apparatus” on behalf of
Eddowes et al. However, these systems are often used to identify areas of a body area
such as a face with blemishes or other defects and provide little or no analysis of the
condition or provide a method for monitoring and analysing progress over multiple uses

on a patient.

Thus, those skilled in the art are constantly striving to provide a system that can
quickly and efficiently take images of a large portion of a body part such as a face from
multiple view points and further is able to identify and analyse skin disorders from the

captured images.
Summary of the Invention

The above and other problems are solved and an advance in the art is made by
Skin Analysis System in accordance with this invention. A first advantage of a system in
accordance with this invention is that a compartment is provided that provides desired
lighting for imaging areas of skin parts such as a facial area of a patient. A second
advantage of a system in accordance with this invention is that an array of mirrors and
other easily moved components are provided to allow a single stationary camera to
capture multiple views of the area in a quick and convenient manner. The array of
mirrors can be replaced by an array of cameras to capture multiple views of the area in a
quick and convenient manner. A third advantage of a system in accordance with this

invention is that applications executed by a computer system can detect, classify, and
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analyze skin disorders from the image to provide an objective measurement of the

disorders and progress made during treatment of the disorder.

In accordance with embodiments of this invention, a skin analysis system may
include an imaging compartment, a light source, a camera, and a computer system. The
imaging compartment includes a partially enclosed cavity for blocking ambient light. The
light source is inside the cavity and provides adequate lighting for the body part. The light
source may provide colored, infrared, polarized, ultraviolet, or white light depending on
the ailments being detected. In some embodiments, a polarizer may be used to control
the polarization of the polarization state of the lighting for the captured image. The
polarizer may be movable via an actuator or other means to allow adjustment of the
polarization of the light

The camera is also in the cavity and captures images of the body part for analysis.
Optical filters or other devices may be used in conjunction with the camera to capture
conventional, colored, infrared, polarized, or ultraviolet images depending on the types of
skin disorders being detected. These filters may be movable by actuators or other means
to allow the type of image captured. The computer system receives an image from the
camera and executes instructions to analysis the image to detect skin disorders.

In accordance with these embodiments, the analysis is provided in the following
manner. The system receives an image. A reference region representing a natural skin
color of the body part is determined from the image. A region of interest that is an area of
the image to be analyzed for skin disorders is determined from the image. The system
then determines one or more problems areas in the area of interest using the reference
region as a reference for a natural skin color. Skin disorders in the problem area are then

classified and results of the analysis are generated.

In accordance with some embodiments, the image compartment may allow a
single camera to take single view images of a body part such as a face of a patient and a
split image of a left and right oblique of the body part. In these embodiments, the image
compartment may include a split image device. The split image device may be a prism
device and mirrors in some embodiments. In other some embodiments, the prism device
may be a prism for refracting images from associated mirrors. In other embodiments, the
prism device may include angled mirrors that reflect the image from the associates
mirrors. The prism device is configured in the cavity to be between the camera and the
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body part. The mirrors are configured in the cavity to reflect images of the body part onto
the prism device. The camera is then positioned with respect to the prism device to
capture a split image showing a first side and a second side of the body part. In these
embodiments, it is preferable that the prism device and mirrors be movable to allow both
single view and the split images of the body part to be captured. In accordance with some
embodiments, the prism and mirrors may be replaced by cameras to capture images

showing a first side and a second side of the body part.

In accordance with further embodiments, a rest stand may also be included in the
cavity. The rest stand is configured in the cavity to position the body part in a substantially
constant position in the cavity with relation to the camera. In embodiments that the
compartment is used for capturing images of the face, the rest stand may further include

a chin rest defined as an indenture in the rest stand to allow a chin to rest in the indenture.

In accordance with a preferred embodiment, the image compartment includes a
back side wall, a first side wall, and a second side wall. A first mirror is affixed to said first
side wall and a second mirror is affixed to the second side wall. The positioning of the
first and second mirrors is adjustable. Preferably, the positions of the mirrors are
adjusted by moving the first and second side walls. In order to allow the side walls to
move, the side walls may be connected to the back side wall by hinges. These hinges

may be movable by controlling an actuator connected to each hinge.

The image compartment may also include a top covering in accordance with the
preferred embodiment. The top cover at least partially encloses the cavity and may
include movable panels that can be adjusted to block the ambient light. A head guide
may also be affixed to the cover and extend into the compartment to aid in aligning of a

head or other body part of a subject to capture images of a face of the subject.

In accordance with some embodiments of this invention, the applications for
analyzing an image may be configured in the following manner. The system may
determine the reference region and regions of interest in an image either by receiving an
input of the regions from a user or by using conventional feature identification methods to
find areas of an imaged body part likely to provide the reference region or a region of

interest.
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Once the reference region and the region of interest are determined, the process
of detecting problem areas may be performed in the following manner in accordance with
some embodiments of this invention. The process determines a natural pixel color from
the pixels in the reference region and computes a color difference from the natural pixel
color for each pixel in a region of interest. The entire image; or the reference region

and/or region of interest may be normalized prior to performing the calculations.

After the color difference of each pixel in a region of interest is determined, pixels
having a color difference greater than a threshold are identified. Like identified groups of
pixels from said identified pixels having similar color differences are formed using
connected component analysis. The process then identifies areas of pixels in sets of

connected like identified groups.

In accordance with some embodiments of the invention, the determining of like
identified groups is performed in the following manner. First, the process begins by
constructing a color difference histogram for the pixels in the region of interest. A
distribution model is then fixed over the histogram. High and low thresholds are then
determined from the distribution model. Each pixel in the region of interest having a color
difference that is greater than the high threshold is identified as a large color difference
pixel. Each pixel in the region of interest having a color difference that is greater than the
low threshold and less than the high threshold is identified as a medium color difference
pixel and the remainder of the pixels are identified as small color difference pixels. Each

like identified group includes connected pixels having the same type of color difference.

In accordance with some of these embodiments of the invention, the process for
classifying a skin disorder in a region is performed by dividing the area with connected
like identified groups of pixels into sample squares and classifying each sample square.
Preferably, the classifying of the sample squares is performed by extracting features from
the sample squares and performing a classifier process on the extracted features. The

classifier may be a Bayesian classifier or a support vector machine or other methods.

One process for determining the sample squares to classify skin disorders is
performed in the following manner. First, a primary minimum bounding box including all
pixels in the group is determined. A morphological operator is then applied to dilate the
boundary of the primary minimum bounding box. Each group of neighboring medium
color difference pixels in the primary bounding box is formed into a group of connected
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components. Each group of neighboring large color difference pixels in the primary
bounding box is also formed into a group of connected components. A secondary
minimum bounding box is then formed for each group of connected components. Each
secondary minimum bounding box determined to be entirely within the primary minimum

bounding box is returned as a sample square.

A second process for determining the sample squares in accordance with other
embodiments of this invention is performed in the following manner. First, the process
determines a primary minimum bounding box including pixels from the group. The
primary bounding box is then divided into a set of squares of a particular size and a ratio
of pixels of interest in each square in the set is determined. The process then identifies
squares with a ratio greater than a threshold and returns the identified squares as sample
squares. Depending on the embodiment, the pixel of interest may by large, medium,
and/or small color difference pixels. The process is repeated for different sets of equal
sized squares with each set having squares of different areas to provide sample squares

of different sizes.

Brief Description of the Drawings

The above and other features and advantages of a skin analysis system in
accordance with this invention are described in the following detailed description and are

shown in the following drawings:

Figure 1 illustrating components of a skin analysis system in accordance with one
embodiment of this invention;

Figure 2 illustrating a block diagram of a processing system included in a
computer in accordance with one embodiment of this invention:

Figure 3 illustrating a perspective view of an image compartment in accordance
with one embodiment of this invention;

Figure 4 illustrating a view downward into an image compartment in accordance
with one embodiment of this invention;

Figure 5 illustrating a side view inside an image compartment in accordance with
one embodiment of this invention:

Figure 6 illustrating the manner in which a split view of left and right oblique of a

face are captured in one image in accordance with embodiment of this invention:
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Figure 7 illustrating a frontal image of a face captured with a camera in
accordance with one embodiment of this invention;

Figure 8 illustrating a split view image of left and right oblique of a face in
accordance with one embodiment of this invention;

Figure 9 illustrating a split view image of a left and a right oblique of a face with a
reference region highlighted in accordance with one embodiment of this invention:

Figure 10 illustrating a split view image of a left and a right oblique of a face with
two different manners of region of interest being highlighted in accordance with one
embodiment of this invention;

Figure 11 illustrating a flow diagram of a process for analysing an image in
accordance with one embodiment of this invention;

Figure 12 illustrating a flow diagram of a process for capturing images of a face in
accordance with one embodiment of this invention;

Figure 13 illustrating a flow diagram of a process for reporting results in
accordance with one embodiment of this invention;

Figure 14 illustrating a flow diagram of a process for classifying skin disorders in
area of a region of interest in accordance with one embodiment of this invention:

Figure 15 illustrating a flow diagram of a process for classifying pixels in the region
of interest in accordance with one embodiment of this invention:

Figure 16 illustrating a flow diagram for a first process for determining sample
squares in the region of interest in accordance with one embodiment of this invention;

Figure 17 illustrating a flow diagram for a second process for determining sample
squares in the region of interest in accordance with another embodiment of this invention;
and

Figure 18 illustrating a flow diagram of a process for classifying skin disorders in
sample squares of a region of interest in accordance with one embodiment of this

invention.

Detailed Description

This invention relates to computer-aided dermatological diagnosis and treatment
of skin disorders. More particularly, this invention relates to a system that captures a
suitable image of skin of a body part and processes for identifying skin disorders in the
image. Still more particularly, this invention relates to a system that captures a suitable
image of facial skin and provides processes for identifying skin disorders in a region of

interest in the image using a reference region from the image. For clarity same
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components shown in more than one figure are given the reference numeral throughout

this description.

This invention includes components for capturing images of a body that are then
analyzed by applications executed by a processing system such as a computer. One
skilled in the art will recognize that processes described herein are instructions stored in
software, hardware or firmware that are executed by system to perform the processes
described and may be executed on any processing system connected to a network. The
exact processing system executing the applications and the exact connection of the
processing system to a processing system used by user are not important to this

invention and are left as a design choice to those skilled in the art.

Figure 1 illustrates skin analysis system 100 in accordance with one embodiment
of this invention. Skin analysis system 100 includes computer system 105 and image
compartment 110. Computer system 105 executes applications for receiving an image
from a camera (Not shown in Figure 1) inside image compartment 110. Although shown
as a conventional desktop computer in Figure 1, one skilled in the art will recognize that
computer system 105 may be any type of processing device having a processor and a
memory that meet requirements for executing the software applications in accordance
with this invention. As shown in Figure 1, computer system 105 may be connected to
other processing system 120 via a network 115. The applications of this invention may
either be stored on or executed by the connected processing system 120 without
departing from this invention. Furthermore, the exact network configuration and
connections of devices are also unimportant to this invention and are left as a design

choice.

Image compartment 110 at least partially encloses a cavity in which images are
captured in accordance with this invention. Image compartment 110 blocks ambient light
from the surrounding environment and provides proper lighting of an enclosed body part
such as a head to provide images that may be analyzed by a process provided in
accordance with this invention. A more complete description of image compartment 110

is provided below with reference to Figure 3.

Figure 2 illustrates an exemplary processing system 200 of computer 105 in
accordance with an embodiment of this invention. Processing system 200 includes the

components needed to execute the applications from instructions stored in memory in
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accordance with this invention. One skilled in the art will recognize that the exact
configuration of each processing system may be different and the exact configuration
executing processes in accordance with this invention will vary and the figure is given by

way of example only.

Processing system 200 includes Central Processing Unit (CPU) 205. CPU 205 is
a processor, microprocessor, or any combination of processors and microprocessors that
execute instructions to perform the processes in accordance with the present invention.
CPU 205 connects to memory bus 210 and Input/Output (I/0) bus 215. Memory bus 210
connects CPU 205 to memories 220 and 225 to transmit data and instructions between
the memories and CPU 205. 1/O bus 215 connects CPU 205 to peripheral devices to
transmit data between CPU 205 and the peripheral devices. One skilled in the art will
recognize that 1/O bus 215 and memory bus 210 may be combined into one bus or
subdivided into many other busses and the exact configuration is left to those skilled in
the art.

A non-volatile memory 220, such as a Read Only Memory (ROM), is connected to
memory bus 210. Non-volatiie memory 220 stores instructions and data needed to
operate various sub-systems of processing system 200 and to boot the system at start-up.
One skilled in the art will recognize that any number of types of memory may be used to

perform this function.

A volatile memory 225, such as Random Access Memory (RAM), is also
connected to memory bus 210. Volatile memory 225 stores the instructions and data
needed by CPU 205 to perform software instructions for processes such as the
processes for providing a system in accordance with this invention. One skilled in the art
will recognize that any number of types of memory may be used to provide volatile

memory and the exact type used is left as a design choice to those skilled in the art.

I/O device 230, keyboard 235, display 240, memory 245, network device 250 and
any number of other peripheral devices connect to I/O bus 215 to exchange data with
CPU 205 for use in applications being executed by CPU 205. 1/O device 230 is any
device that transmits and/or receives data from CPU 205. Digital camera is an /O device
230 connected to processing system 200 in accordance with this invention. Those skilled
in the art will recognize that any number of /O devices 230 may be connected to

processing system 200 without departing from this invention. Keyboard 235 is a specific
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type of I/O that receives user input and transmits the input to CPU 205. Display 240
receives display data from CPU 205 and display images on a screen for a user to see.
Memory 245 is a device that transmits and receives data to and from CPU 205 for storing
data to a media. Network device 250 connects CPU 205 to a network for transmission of

data to and from other processing systems.

Figure 3 illustrates one embodiment of image compartment 110 in accordance
with this invention. Image compartment 110 includes back side wall 300. First side wall
315 and second side wall 320 extend outward from the same surface of back side wall
300 and may be integral to back side wall 300. These side walls block ambient light from
a body part, such as a face that is being imaged. In this embodiment, first side wall 315
and second side wall 320 are affixed to back side wall by first and second hinges (Not
Shown) to allow first and second side walls to be rotated in relation to back side wall 300.
These hinges may be connected to one or more actuators (Not Shown) that may be
controllable to adjust the angles of sidewalls as described below. Furthermore, back side
wall 300, first side wall 315 and second side wall 320 may be placed on a base or may be

free standing to rest on a platform such as a table, counter, or shelf.

Cover 340 may be provided over the enclosure, termed a cavity for this discussion,
formed by back side wall 300, first side wall 315 and second side wall 320. The cover is
to further block ambient light. The cover may partially or totally enclose the cavity.
Furthermore, cover 340 may be made of moveable panels (Not Shown) to allow cover
340 to be moved to block undesirable ambient lighting.

Camera 305 is either affixed to or placed proximate back side wall 300. Preferably,
camera 305 is placed at a height and levelled to capture both a full frontal picture of a
body part, such as a face, and split view image of the left oblique and right oblique of the
body. Camera 305 is a digital imaging device that may directly transmit images to a
connected computer. However, one skilled in the art will recognize that conventional and
other types of imaging devices may be used in conjunction with other /O devices and
drivers to provide images to a computer without departing from this invention.
Furthermore, in some embodiments, camera 305 may also capture colored, infrared,
polarized and/or ultraviolet images of the body part for detection of particular skin

disorders without departing from this invention.
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Optical filter 390 is positioned in between camera 305 and the body part being
imaged. Optical filter 300 may be used to allow specific wavelength of light to enter a
lense of camera 305. Alternatively, optical filter 390 may be a polarizer that controls the
polarization of light that enters the lense of camera 305. An actuator (Not shown) or
some other means may be provided for adjusting the position of optical filter 390. Thus,

optical filter 390 may be moved out of a line of sight of camera 305 if necessary.

In accordance with this embodiment, light sources 345 are affixed to back side
wall 300. Light sources 345 are positioned and of sufficient luminescence to provide clear
images of the body part for analysis. The exact positioning and luminescence of the body
part being left to a designer of the system. Depending on the skin disorders being
detected, light sources may also or alternatively provide colored, infrared, polarized,

and/or ultraviolet lighting of the body part.

Rest 330 is preferably positioned at a set position with respect to back side wall
300, first side wall 315 and second side wall 320. The set position allows for the body
part to be positioned in substantially same position to have the images taken from
substantially the same view point in subsequent session. However, the rest may also be
free standing without departing from this invention. In some embodiments, an indenture
in the top surface, such a chin rest 335, may be provided to aid in properly aligning the
body part and to provide comfort to a patient whose part is being imaged. Further a
secondary rest, such as head guide 505 (Shown in Figure 5) may be added for further
comfort and/or alignment of the imaged body part.

To capture a split image of a left oblique and a right oblique of the body part,
image compartment 110 includes a prism device 325 situated between rest 330 or body
part area of the cavity and camera 305. Prism device 325, may be a prism that refracts
light, an array of angled mirrors, or any other device to alter the image captured by
camera 305. Preferably, prism device 325 is movable between a first position where
prism device 325 is positioned with respect to camera 305 to provide the split image and
a second position where prism device 325 is position out of a view line of camera 305 to
allow a frontal image of the body part to be captured. In some embodiments prism device
325 may include or be connected to an actuator (Not shown) to move between the first

and second positions.
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Mirrors 350 and 355 are affixed to first side wall 315 and second side wall 320
respectively. Mirrors are positioned on the side wali to reflect images of first and second
sides of a body part onto prism device 325 to provide the split view of the left oblique and
right oblique of the body part. In the shown embodiment, the angle of mirrors 350 and
355 with respect to the body part and prism device 325 may be adjusted by movement of
first side wall 3156 and second side wall 320. However, one skilled in the art will
recognized the positions of the side wall may be set and mirrors 350 and 355 may be
movable on pivoting mounts connecting mirrors 350 and 355 to first and second side wall

315, 320 without departing from this invention.

Figure 4 illustrates an alternative configuration of components inside compartment
110. In accordance with this embodiment, camera 405 is positioned proximate a back
side wall. Mirrors 410 are positioned on opposing sides of camera 405 and are angled to
reflect a view of the left oblique and right oblique of head 425 onto prism 415. Light
sources 445 are position on opposing sides of each mirror 410 and positioned to provide
a consistent luminescence to the surface of head 425. As stated above light sources 445
may provide white, infrared, and/or ultraviolet lighting depending on the skin disorder

being analyzed.

Prism device 415 is positioned in front of camera 405 between head 425 and
camera 405 and is movable between the first and second positions as described above
with respect to Figure 3. Preferably prism device 415 is a prism device as described with
respect to figure 3 above (prism device 325) and is positioned to receive reflections from
mirror 410 and refract and/or reflect the reflections onto a focusing lense 450. Focusing
lense 450 is positioned between prism device 415 and camera 405 to direct the refracted

images from prism 415 onto a lense of camera 405.

Optical filter 490 is between focussing lense 450 and prism device 415. Optical
filets allows specific wavelengths of light to enter a lense of camera 305. Alternatively,
optical filter 390 may be a polarizer that controls the polarization of light that enters the
lense of camera 305. An actuator (Not shown) or some other means may be provided for
adjusting the position of optical filter 390 between the first and second position as
described with respect to Figure 3. Thus, optical filter 3900 may be moved out of a line of

sight of camera 305 if necessary.
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In other embodiments (Not Shown), prism device 415 and optical filter 490 are
removed and mirrors 410 are replaced by cameras to capture left oblique and right
oblique of head 425, while at the same time, camera 405 captures frontal view of head
425,

Figure & illustrates a cross view of the configuration shown in Figure 4 with prism
415 and focusing lense 450 in a second position to allow a frontal image of head 425 to
be captured. As shown in figure 5, a chin of head 425 may rest on a rest 510 and a head
guide 505 may extend downward from a top cover and rest on a forward to help position
head 425 to capture an image of a single view of the body part from one view point such
as a frontal view of head 425.

Figure 6 illustrates the paths travelled by light in image compartment 110 when
prism 415 and focusing lense 450 are in a first position to provide a split image of a left
oblique and a right oblique of head 425. An image of a right side of face travels along
path 605 to mirror 410. Mirror 410 reflects the right image at an angle and the right image
travels along path 615 to prism device 415. Prism device 415 refracts and/or reflects the
right image to cause the right image to travel along path 625 to a right side of optical filter
490. Optical filter 490 then directs the right image along path 630 onto a right side
focusing lense 450 of camera 405.

Likewise the left image travels from a left side of the face of head 425 along path
610 to a second mirror 410 on the left side of head 425. Second mirror 410 reflects the
left image along path 620 onto prism device 415. Prism device 415 refracts and/or
reflects the left image along path 635 onto a left side of optical filter 490. Optical filter 490
then directs the left image along path 640 onto a left side of focusing lense 450 of camera
405. Camera 405 then captures a split image having both the left side image and right
side image of the face of head 425.

Figure 7 illustrates first image 700 that may be captured by a camera in
accordance with this invention. Image 700 is a frontal view of face 705 that has two
problem skin regions 710 and 715. Image 700 is a conventional frontal image. It should
be noted that image 700 should present face 700 at a sufficient size and magnification to
optimize analysis of problem skin regions 710 and 715. The exact size and magnification
being left a design choice that may depend on the software being used; light conditions;

and other environmental and/or system conditions.
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Figure 8 illustrates a split image 800 captured by a camera in accordance with
embodiments of this invention. In Figure 8, a left oblique and a right oblique of face 705
are shown in image 800. The right oblique clearly shows problem region 710 and the left

oblique clearly shows problem region 715.

The embodiments of the processes performed by computer 100 to analyze
images and classify skin disorders in accordance with this invention will now be described
with reference to Figure 9-18. Although split image 800 is used for illustrative purposes,
one skilled in the art will recognize that any type of image and/or multiple images may be
analyzed using the described processes in accordance with this invention. The
processes may be stored as instructions in software, hardware, or firmware of a
processing system having sufficient processing and memory parameters to execute the
processes. The exact parameters are left as a design choice to those skilled in the art
implementing a system in accordance with this invention. Furthermore, one skilled in the
art will recognize that the programming of these exact instructions may be done in any
number of programming languages using any number of platforms without departing from
this invention and are left as a design choice for those skilled in the art.

Figure 11 illustrates a flow diagram of process 1100 for analyzing skin disorders
from images in accordance with an embodiment of this invention. Process 1100 begins in
step 1105 by receiving an image. In accordance with some embodiments, receiving of
the image may include capturing the image or images with a digital camera and
transmitting the image to a processing system. A method for capturing the image is
described in process 1200 shown in Figure 12. In other embodiments, the image may be
received by transmission or the network or from a read operation performed on a memory

either internal to or external of the processing system.

Once the image is received, a reference region is determined in step 1110.
Figure 9 illustrates a reference region 905 provided in step 1110. In some embodiments,
the reference region may be input by user. The input may be made by “dragging and
dropping” preconfigured shape over a region of the image or by use of an I/O device to
draw a shape around the region of interest. Alternatively, a process may select a region
of interest based upon either a feature finding process or a process that looks for a
contiguous group of pixels having substantially the same pixel color. In either of the

above embodiments, the reference region should be of sufficient size in terms of the
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number of pixels in the image to give an adequate sample of the natural skin color of a
patient in the image. The exact number of pixels needed for such a sample being left as
a design choice to those skilled in the art.

In step 1115, regions of interest to analyze are received. The regions of interest
are particular regions of pixels in the image to be evaluated. Although it is possible in
some embodiments to analyze the entire image, regions of interest are used to reduce
the number of computations and steps of the processes that need to be performed during
the analysis. Figure 10 shows regions 1005 and 1010 selected as regions of interest.
These regions of interest include problem regions 710 and 715 shown in Figure 8. In
some embodiments, the regions of interest may be input by user. The input may be
made by “dragging and dropping” preconfigured shape (as shown by region of interest
1010 in which an ellipse is used) over a region of the image or by use of an 1/0 device to
draw a shape around the region of interest (as shown by region 1005 which is an
amorphous shape drawn around problem region 710). Alternatively, a process may
select a region of interest based upon either a feature finding process or a process that
looks for contiguous groups of pixels having substantially different pixel color. In either of
the above embodiments, the regions of interest should be of sufficient size to contain
most if not all of the problem patches of skin shown in an image. The exact number of
pixels needed for such a sample being left as a design choice or implementation choice
of those skilled in the art.

Process 1100 then analyzes the region(s) of interest in step 1120. The analysis
performed detects and classifies various skin disorders, including but not limited to types
of acne. In particular, the types of acne that may be classified include, but are not limited
to, papules; pustules; open and closed comedones; scars; and pores. Furthermore, this
analysis performed may also detect skin disorders that may be identified using prior art
methods including but not limited to pigmentation variations; pores: wrinkles: color tone
variation; blood and melanin distribution; sun damége; and skin cancer. The process
used to perform the analysis is discussed below in respect to Figures 14-18. Process
1100 then ends after generating and storing the results of the analysis in step 1125. A
complete description and method for displaying the results are described below with

respect to Figure 13.

Figure 12 illustrates a flow diagram for capturing images in accordance with this

invention. The captured images are then transmitted to computer 100 from a digital



10

15

20

25

30

35

WO 2009/145735 PCT/SG2009/000190

17

imager such as a camera in step 1105 of process 1100. Process 1200 begins by having
a patient adjusts a position of his face or other body part to cause the image presented by
the camera to a display to align with a template or other alignment indicator also
displayed in step 1205. This may be done by making minor adjustments to a head or
other body part placed in image compartment 110 in some embodiments of this invention.

After the head or other body part is properly aligned, specular reflections are
removed from the skin being imaged if needed in step 1210. Specular reflections are
removed to facilitate the analysis of skin color. Step 1210 may be performed by moving
and/or adjusting optical filters; or changing the illumination provided by a light source. In
particular, the removal of specular reflections may be performed using two cross
polarizing filters oriented perpendicular to one another. If the skin surface features are to
be analysed, the 2 polarized filters are oriented parallel to one another. A frontal image of
the face or other body part is then captured in step 1215.

In step 1220, the components are configured for to capture a split image. Step
1120 may include moving a prism device and optical filter into a first position and
adjusting the position of mirrors. A split image of the feft oblique and right oblique of the
face or other body part is captured in step 1225. Process 1200 then ends.

Figure 13 illustrates a process 1300 for reporting results in accordance with an
embodiment of this invention. Process 1300 begins in 1305 with reporting of identified
problem areas in the regions of interest. Preferably this is done by a visual display with
either indicia around identified problem areas or a color scheme of the image of the
region of interest indicating various features such as problem areas and/or different types

of problem areas.

In step 1310, the classifications of the skin disorders in the identified problem
areas are reported. This may be through a graphical display to show a patient or as a
textual display or printed display. In step 1315, the amount of each skin disorder
identified is quantified.  The disorders may be quantified in many different ways,
including but not limited to, number of affected skin areas, percentage of total skin area in
image and/or region; and/or comparison to reports generated for previous images of the

body part of the patient.
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The quantified amount of skin disorders detected on the body part of the patient is
provided in step 1320. This may be done through graphical display of charts, color coded
images, or any other way desired by a designer of the system. In step 1325, the current
and previous images are aligned and compared. In accordance with some embodiments,
the alignment may be an overlay of the current and previous images, color coded images
distinguishing differences, or any other presentation that a design may want to provide to
convey the difference between images to a user and/or patient. Process 1300 then ends
after step 1327 when all of the presentation and/or images analyzed are stored to a

connected memory for record keeping and future use.

Figure 14 illustrates process 1400 for classifying skin disorders in regions of
interest in an image in accordance with embodiments of this invention. Process 1400
begins in 1402 by normalizing the image. This may be done by flattening the brightness
or value V in the Hue-Saturation-Value (HSV) color space to a predefined value, such as,
but not limited to, 0.8. After the image has been normalized, a natural pixel color is
determined from the pixels in the reference region previously received or determined in
step 1405.

Once the natural pixel color is determined from the reference region, the color
difference of each pixel from the natural pixel color is determined in step 1410. In
accordance with some embodiments of the invention, the color difference of a pixel is the
absolute value of the natural pixel color subtracted from color value of the pixel
(IPixel_Color_Value - Natural_Pixel_Color_Value|). However, other calculations can be
used without departing from this invention. The color difference for each pixel is stored for

future use.

In step 1415, the pixels having a pixel value above an interest threshold are
identified. The interest threshold is a predefined value that is dependent upon the skin
disorders being studied, the quality of the images, and quality of the disorder data and is
therefore left as a design choice of a system in accordance with this invention. One
method for determining threshold and identifying pixels is described with reference to

Figure 15 below.

The identified pixels are then grouped into groups of like identified pixels in step
1430. The grouping into like identified groups may be performed using a conventional

connected component analysis algorithm. After the identified pixels are grouped, sample
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squares are selected for analysis to determine the skin disorder shown in step 1435,
Method for determining the sample squares are described with respect to Figures 16 and
17 below. The skin disorders are then identified or classified from the sample squares in
step 1440. A process for classifying the skin disorders from the sample squares is
described with respect to Figure 18 below. Process 1400 then ends.

Figure 15 illustrates a flow diagram of process 1500 for classifying pixels of
interest in a region of interest in accordance with an embodiment of this invention.
Process 1500 begins in step 1505 by constructing a histogram of the color differences of
the pixels in the region(s) of interest. In step 1510, a distribution model is then fitted over
the histogram. Preferably a Gaussian distribution model is used. However, other
distribution models may be used without departing from this invention. From the
distribution model, a high threshold and a low threshold are determined in step 1515. For
example, the high and low threshold may be the values of a predetermined standard
deviation from the mean. However, one skilled in the art can use any number of methods

for determining these thresholds without departing from the invention,

After the high and low thresholds are determined, each pixel having a pixel color
difference greater than the high threshold is identified as large color difference pixels in
step 1520. In step 1525, each pixel in the region(s) of interest having a pixel color
difference that is greater then the low threshold and less than the high threshold is
identified as a medium color difference pixel. Each pixel having a pixel color difference
less than the low threshold or each remaining pixel is then identified as a small color

difference pixel in step 1530 and process 1500 ends.

Figures 16 and 17 illustrate processes for selecting sample squares of pixels for
analysis after process 1500 classifies the pixels in accordance with two embodiments of
this invention. Figure 16 illustrates process 1600 which is a first process for determining
sample squares for analysis in accordance with an embodiment of this invention.
Process 1600 begins in step 1605 by defining a primary minimum bounding box (B) that
encloses a group of pixels defined as a connected component as discussed in 1430 of
process 1400 (Figure 14). A morphological operator is then applied to the primary

minimum bounding box in step 1610 to dilate the boundaries of the group.

In step 1615, all identified neighboring medium color difference pixels in the

primary boundary box are connected into connected components using a conventional
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connected component analysis algorithm. All identified large color difference pixels in
primary bounding box are then connected into connected components using a
conventional connected component analysis algorithm in step 1620. A secondary
minimum bounding box (b) is then formed for each connected component formed in steps
1615 and 1620. A sample square is then generated and returned for each minimum
bounding box determined to be entirely within primary bounding box B in step 1630. The
sample square may be a difference image within a square proportional to the secondary
minimum bounding box. Process 1600 then determines if there are other groups
remaining in the image in step 1635 and process 1600 is repeated for each group until no

more groups remain to process. Process 1600 then ends.

Figure 17 illustrates a flow diagram of a second process 1700 for determining
sample squares in accordance with another embodiment of this invention. Process 1700
begins in step 1705 by defining a minimum bounding box B that encloses a group of
pixels defined as a connected component as discussed in step 1430 of process 1400
(Figure 14). In step 1710, process 1700 places a square box of a predetermined size at
each location in the minimum bounding box. It is left to those skilled in the art to
determine locations for placement of the boxes. However, the location of the boxes may
be determined as a predetermined set of pixels within minimum bounding box, a
calculated center of a connected component, a calculated center of a group like

components, or in any other manner.

The ratio of pixels of interest compared to total number of pixels in each square
box is then determined in step 1715. The pixels of interest may be pixels identified as
large color difference pixels and/or pixels identified as medium color difference pixels.

The exact pixels of interest are left as a design choice.

In step 1720, the square box b with the largest ratio is selected. In step 1725 the
ratio of the selected square is compared with a threshold. In step 1727, if the ratio is
greater than the threshold, then the difference image inside the square box b is output as
a sample square, and the pixels in the square box are removed from the difference
image within the minimum bounding box B. Thus, any pixels in a set of pixels shared with
an overlapping square box are removed from the overlapping box. Next, process 1700 is
repeated from 1715 to determine new ratios for the square boxes. If the largest ratios is
not greater than the threshold, process 1700 proceeds to step 1730 and determines

whether another set of squares of a different predetermined size has yet to be processed.
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If so, process 1700 progresses to step 1740 to set the predetermined size and is
repeated from 1710 with a new set of squares. If not, process 1700 proceeds to step
1735 and determines if another connected component remains. If so, process 1700

repeats from step 1705 with the connected component. If not, process 1700 ends.

Figure 18 illustrates a flow diagram of process 1800 for classifying skin disorders
in the sample squares. Process 1800 begins in step 1805 by extracting features from a
sample square. Some examples of features that may be extracted include, but are not
limited to, color difference histograms and color difference co-occurrence matrices. The
extracted features are then used to classify a disorder from the extracted features using
classifier algorithm in step 1810. Some examples of classifier algorithms that may be
used include, but are not limited to, Bayesian classifiers and Support Vector Machines.
After the sample square is classified, process 1800 determines in step 1805 whether
there is another sample square to classify. If so, process 1800 is repeated from step

1805 for a new sample square. Otherwise, process 1800 ends.

The above embodiments provide a description of features and advantages of this
invention. [t is envisioned those skilled in the art can and will design alternative systems

that infringe on this invention as set forth in the following claims.
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CLAIMS:

1. A system for analysing images to treat skin disorders comprising:
an image compartment partially enclosing a cavity;
a light source in said cavity to adequately light a body part;
a camera in said cavity for capturing an image of said body part;
a processing system for receiving said image from said camera wherein said

processing system includes a processor unit and a memory readable by said processor;

and
instructions stored by said memory that direct said processing unit to:
receive said image,
determine a reference region from said image representing a natural skin
color of said body part,
determine a region of interest of said body part in said image,
detect a problem area in said region of interest using said reference area,
classify disorder of said problem area, and
generate resulits.
2. The system of claim 1 further comprising:
a prism device configured in said cavity to be between said camera and said body
part; and

a plurality of mirrors in said cavity configured to reflect images of said body part
onto said prism device wherein said camera, said plurality of mirrors and said prism
device are configured to cause said camera to capture a split image showing a first side
and a second side of said body part.

3. The system of claim 2 wherein said prism device comprises:

a prism that refracts images from said plurality of mirrors to said camera.

4, The system of claim 2 wherein said prism device comprises:
An array of mirrors configured to reflect images from said plurality of mirror onto

said camera.

5. The system of claim 2 wherein said prism is adjustable to allow said camera to

capture one of a single image of said body part and said split image of said body part.
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6. The system of claim 2 further comprising:
a rest stand in said cavity configured to place said body part in a substantially

constant position in said cavity with relation to said camera.

7. The system of claim 2 wherein said body part is a face of a subject and said rest
stand comprises:
a chin rest defined as an indenture in said rest stand configured to allow chin to

rest in said indenture.

8. The system of claim 2 wherein said compartment comprises:
a back side wall;
a first side wall;
a second side wall;
a first one of said plurality of mirrors affixed to said first side wall; and

a second one of said plurality of mirrors affixed to said second side wall.

9. The system of claim 8 wherein said first and said second ones of said plurality of

mirrors are adjustable.

10.  The system of claim 9 further comprising:

a first hinge connecting said first side wall and said back side wall to make said
first one of said plurality of mirrors adjustable; and

a second hinge connecting said first side wall and said back side wall to make

said second one of said plurality of mirrors adjustable.

11. The system of claim 10 further comprising:

a first actuator that rotates said first hinge.

12, The system of claim 11 further comprising:

a second actuator that rotates said second hinge.

13. The system of claim 8 further comprising:
a cover over said back, said first, and said second side walls of said compartment.

14.  The system of claim 13 wherein said cover comprises: -

a plurality of movable panels.
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15.  The system of claim 13 further comprises:
a head guide affixed to said cover and extending into said compartment to aid in

aligning of a head of a subject to capture said image of a face of said subject.

16. The system of claim 1 further comprising:
a plurality of cameras including said camera in said image compartment each

position to capture an image from a particular view point.

17.  The system of claim 16 wherein one of said plurality of cameras captures an

image of a frontal view of said body part.

18. The system of claim 16 wherein one of said plurality of cameras captures an

image of a left oblique of said body part.

19. The system of claim 16 wherein one of said plurality of cameras captures an

image of a right oblique of said body part.

20.  The system of claim 1 further comprising:
an optical filter between said body part and said camera to allow particular

wavelengths of light to pass to said camera.

21. The system of claim 1 further comprising:
an optical filter between said body part and said camera that polarizes said light to

control a polarization of state of light reaching said camera.

22.  The system of claim 1 wherein said light source provides ultraviolet light and said

camera captures an ultraviolet image of said body part.

23.  The system of claim 1 wherein said light source provides infrared light and said

camera captures an infrared image of said body part.

24.  The system of claim 1 wherein said instructions to determine said reference region
comprise:
instructions to receive an input identifying an area of pixels of said image for use

as said reference region.
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25, The system of claim 1 wherein said instructions to determine said reference region
comprise:

instructions to determine an area of said image having a consistent pixel color for
use as said reference region.

26. The system of claim 1 wherein said instructions to determine said region of
interest comprise:

instructions to receive an input of a portion of said image for use as said region of
interest.

27. The system of claim 1 wherein said instructions to determine said region of
interest comprise:

instructions to determine a region of said image between known features of said
body part.

28.  The system of claim 1 wherein said instructions to detect a problem area comprise:
instructions to:
determine a natural pixel color from said reference region,
compute a color difference of each pixel in said region of interest and said
natural pixel color,
identify each said pixel in said region of interest with said color difference
that is greater than or equal to a threshold,
" determine a like identified group of a plurality of pixels from said identified
pixels using connected component analysis, and
identify an area as a plurality of pixels in a set of connected like identified

groups.

29. The system of claim of 28 wherein said instructions to determine said like
identified group comprises:
instructions to:
construct a color difference histogram for said pixels in said region of
interest,
fix a distribution model over said histogram
determine a high threshold from said distribution model

1

determine a low threshold from said distribution model,
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identify a pixel in said region of interest as a large color difference pixel if
said color difference of said pixel is greater than said high threshold,

identify a pixel in said region of interest as a medium color difference pixel
if said color difference of said pixel is less than said high threshold and greater
than said low threshold,

identify a pixel in said region of interest a small color difference pixel if said
color difference is less then said low threshold, and

wherein said like identified group includes pixels having the same identified

color difference.

30. The system of claim 29 wherein said instructions to classify said area comprise:
instructions to:
divide said area into a plurality of sample squares,
classify each of said plurality of sample squares as a disorder.
31. The system of claim 30 wherein said instructions to classify comprise:
instructions to:
extract features from said sample square; and
classify said features using a classifier process.
32 The system of claim 31 wherein said classifier process is a Bayesian classifier.
33. The system of claim 31 wherein said classifier process is a support vector
machine.
34. The system of claim 30 wherein said instructions to divide said area into a plurality

of sample squares comprises:

instructions to:

determine a primary minimum bounding box including all pixels in said
area,

apply a morphological operator to dilate said boundary of said area,

connect each group of neighboring medium color difference pixels in said
primary minimum bounding box into a connected component,

connect each group of neighboring large color difference pixels in said

primary minimum bounding box into a connected component,
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determine a secondary minimum bounding box for each connected
component,

determine each secondary minimum bounding box entirely within said
primary minimum bounding box, and

return each said secondary minimum bounding box determined to be
entirely within said primary minimum bounding box as one of said plurality of

sample squares.

35. The system of claim 30 wherein said instructions to divide said area into a plurality
of sample squares comprises:
instructions to:
1. determine a primary minimum bounding box including all pixels in said
area,
2. arrange said pixels in said primary minimum bounding box into
groupings of a plurality of squares include an equal number of said pixels wherein
said number is one of a plurality of predetermined sizes ,
3. determine a ratio of pixels of interest in each square to a total number of
pixels in said plurality of sets of squares,
4. determine said one of said plurality of squares having a greatest ratio,
5. determine whether said ratio of said one of said plurality of squares is
greater than, and
6. include said one of said plurality of squares in said plurality of sample
squares responsive to a determination said ratio is greater than said threshold,
7. remove said pixels in said one of said plurality of squares from other
ones of said plurality of squares, and
8. repeat steps 3-7.

36. The system of claim 35 wherein said instructions to divide said area into a plurality
of sample squares further comprise:
instructions to:
9. determine steps 2-8 have been performed for a plurality of squares for
each of a plurality of sizes, and

10. repeat steps 2-9 for another one of said plurality of sizes.
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37. The system of claim 35 wherein said plurality of squares are arranged to overlap
one another in said minimum bounding box and overlapping ones of said plurality of

squares include an overlapping set of pixels.

38. The system of claim 35 wherein said pixels of interest are large color difference

pixels.

39. The system of claim 35 wherein said pixels of interest are medium color difference

pixels.

40, The system of claim 35 wherein said pixels of interest are large and medium color

difference pixels.

41. A method for analyzing a skin disorder with a processing system comprising:
capturing an image of a skin of a body part with a camera;
determining a reference region of a first plurality of pixels from said image;
determining a region of interest of a second plurality of pixels from said image;
analyzing said region of interest using said reference region; and

generating results.

42, The method of claim 41 further comprising:
capturing a plurality of images of said skin of said body parts with said camera

wherein said image is one of said plurality of images.

43. The method of claim 41 further comprising:
capturing a plurality of images using a plurality of cameras wherein said image is

one of said plurality of images.

44, The method of claim 41 wherein said step of capturing said image comprises:
aligning an initial image of said body part being displayed from said camera with a

template on a display.

45, The method of claim 41 wherein said step of capturing said image comprises:

removing specular reflections from said image.
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46. The method of claim 41 wherein said image is an image of said body part from a

single point of view.

47, The method of claim 46 wherein said single point of view is a frontal view.

48. The method of claim 41 wherein said image is a split image is an image showing

said body part from a plurality of points of view.

49, The method of claim 48 wherein said split image includes a left oblique view and a

right oblique view of said body part.

50. The method of claim 48 wherein said step of capturing said image further
comprising:
adjusting angles of a plurality of mirrors with reference to a prism in front of said

camera and said body part to provide said split image.

51. The method of claim 41 wherein said step of generating said results comprises:

detecting a problem area in said image;

52. The method of claim 50 wherein said step of generating said results comprising:

classifying a skin disorder in said problem area from said image.

53. The method of claim 50 wherein said step of generating said results comprising:

classifying a plurality of skin disorders in said problem area from said image.

54.  The method of claim 50 wherein said step of generating said results further
comprises:
quantifying an amount of a skin disorder in said problem area.

55.  The method of claim 54 wherein said step of generating said resuits further
comprises:

comparing said amount of said skin disorder in said problem area with amounts of
said skin disorder in said problem area from previous images to show changes in said

problem area.

56.  The method of claim 41 wherein said step of generating said results comprises:
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aligning said image with a previous image on a display for a visual comparison.

57.  The method of claim 41 wherein said step of capturing said image comprises:

capturing an ultraviolet image of said body part.

58. The method of claim 41 wherein said step of capturing said image comprises:

capturing an infrared image of said body part.

59. The method of claim 41 wherein said step of determining said reference region
comprises:

receiving an input identifying portion of said image for use as a reference region.

60.  The method of claim 41 wherein said step of determining said reference region
comprises:
determining an area of said image including a plurality of pixels having a

consistent pixel color for use as said reference region.

61.  The method of claim 41 wherein said step of determining said region of interest
comprises:

receiving an input of a portion of said image to use as said region of interest.

62.  The method of claim 41 wherein said step of determining said region of interest
comprises:

determining a region of said image between known features of said body part.

63. The method of claim 41 wherein said step of analyzing said region of interest
comprises:

determining a natural color from colors of said first plurality of pixels in said
reference region;

determining a color difference from each pixel of said second plurality of pixels
from said natural color;

identifying each of said second plurality of pixels having a color difference greater
than a threshold;

generating a group for each plurality of neighboring pixels from said identified
ones of said second plurality of pixels;

determining a plurality of sample squares for each said group generated; and
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classifying a skin disorder represented by each of said plurality sample squares.

64.  The method of claim 63 further comprising:
normalizing a color of each of said first plurality of pixels in said reference region

prior to determining said natural color.

65.  The method of claim 63 further comprising:
normalizing a color of each of said second plurality of pixels in said region of

interest prior fo determining said color difference for each of said second plurality of pixels.

66.  The method of claim 63 wherein said step of determining said sample squares for
said group comprises:

constructing a color difference histogram of color differences from each of said
identified ones of said second plurality of pixels in said region of interest;

ﬁxihg a distribution model over said histogram;

determining a high threshold from said distribution model;

determining a low threshold from said distribution model}

categorizing an identified one of said second plurality of pixels in said region of
interest as a large color difference pixel if said identified one pixel of said color difference
of said pixel is greater than said high threshold;

categorizing an identified one of said second plurality of pixels in said region of
interest as a medium color difference pixel if said color difference of said identified one
pixel is less than said high threshold and greater than said low threshold;

categorizing an identified one of said second plurality of pixels in said region of
interest a small color difference pixel if said color difference of said identified one pixel is
less then said low threshold. '

67. The method of claim 66 wherein said step of determining said plurality of sample 4
squares for said group further comprises:
determining a primary minimum bounding box including all pixels in said group;
applying a morphological operator to dilate said boundary of said group;
connecting each group of neighboring medium color difference pixels in said
primary minimum bounding box into a connected component;
connecting each group of neighboring large color difference pixels in said primary
minimum bounding box into a connected component, 7 '

determining a secondary minimum bounding box for each connected component, ,
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de;cermining each said secondary minimum bounding box entirely within said

- primary bounding box, and

returning each said secondary minimum bounding box determined to be entirely
within said primary minimum bounding box as one of said plurality of sample squares.

68.  The method of claim 63 wherein said step of determining said plurality of sample
squares for said group comprises:

1. determining a primary minimum bounding box including all pixels in said area;

2. arranging said pixels in said primary minimum bounding box into groupings of a
plurality of squares include an equal number of said pixels wherein said number is one of
a plurality of predetermined sizes; .

3. determining a ratio of pixels of interest in each square to a total number of
pixels in said plurality of sets of squares; '

4. determining said one of said plurality of squares having a greatest ratio,

5. determining whether said ratio of said one of said plurality of squares is greater
than a threshold;

6. iricluding said one of said plurality of squares in said plurality of sample squares
responsive to a determination said ratio is greater than said threshold;

7. removing said pixels in said one of said pluratity of squares from other ones of
said plurality of squares; and '

8. repeating steps 3-7.

69.  The method of claim 68 wherein said step of determining said plurality of sample
squares further comprises: ,

9. determining steps 2-8 have been performed for a plurality of squares for each
of a plurality of sizes in reéponse to a determination said ratio of said one of said plurality
of squares not greater than said threshold; and y

10. repeating steps 2-9 for another one of said p]ljrality of sizes.

70. The method of claim 68 wherein said plurality of squares are arranged to overlap
one another in said minimum bounding box and overlapping ones of said plurality of

squares include an overlapping set of pixels.

71.  The method of claim 68 wherein said pixels of interest are large color difference
pixels.
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72. The method of claim 68 wherein said pixels of interest are medium color

difference pixels.

73.  The method of claim 68 wherein said pixels of interest are large and medium color
difference pixels.

74.  The method of claim 68 wherein said step of classifying comprises:
extracting features from each of said plurality of sample squares; and
classifying said features of each of said plurality of sample squares using a

classifier process.

75.  The method of claim 74 wherein said classifier process is a Bayesian classifier.

. 76. The method of claim 74 wherein said classifier process is a support vector

machine. . ,

77. A product for analyzing an image to treat a skin disorder comprising:
insiructions for directing a processing unit to:
receive an image of a skin of a body part with a camera,
determine a reference region of a first plurality of pixels from said image,
determine a region of interest of a second plurality of pixels from said
irﬁage, '
analyze said region of interest using said reference region, and
Qenerate results; and
a media readable by said processing unit to store said results.

78. The product of claim 77 wherein said instructions to generate said results
comprises:
instructions to detect a problem area in said image.

79. The product of claim 78 wherein said instructions to generating said results
comprise:

instructions to classify a skin disorder in said problem area from said image.

80. The product of claim 78 wherein said instructions to generate said results

comprise:
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instructions to classify a plurality of skin disorders in said problem area from said

image.

81.  The product of claim 78 wherein said instructions to generate said results further
comprise:

instructions to quantify an amount of a skin disorder in said problem area.

82.  The product of claim 81 wherein said instructions to generate said resuits further
comprise: \
instructions to compare said amount of said skin disorder in said area with
amountis of said skin disorder in said area from previous imagés to show changes in said
problem afea.
83. The product of claim 77 wherein said instruction to generate said results comprise:
instructions to align said image with a previous image on a display for a visual

comparison.

84. The product of claim 77 wherein said insfructions to determine said reference
region comprise:
instructions to receive an input identifying an area of pixels of said image for use

as said reference region.

85  The product of claim 77 wherein said instructions to .determine said reference
region comprise:
instructions to determine an area of said image having a consistent pixel color for

use as said reference region.

86. The product of claim 77 wherein said instructions to determine said region of
interest comprise: '
instructions to receive an input of an area of pixels of said image to use as said

region of interest.

87. .The product of claim 77 wherein said instructions to determine said region of
interest comprise: ‘ ,
instructions to determine said region of interest in said image as pixels identified

by between known features of said body part in said image.
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88. The product of claim 77 wherein said instructions analyze said region of interest
comprise:
- instructions to:
determine a natural color from colors of said first piurality of pixels in said
reference region, ,
determine a color difference from each pixel of said second plurality of
. pixels from said natural color,
identify each of said second plurality of pixels having a color difference
greater than a threshold,
generate a group for each plurality of neighboring pixels from said
jidentified ones of said second plurality of pixels,
. ' determine a plurality of sample squares for each said group generated,
and ‘ 4
classify a disorder represented by each of said plurality sample squares.

89.  The product of claim 88 wherein said instructions further comprise:
instructions to normalize a color of each of said first plurality of pixels in said

reference region prior to determining said natural color.

90. The product of claim 88 wherein said instructions further comprise:
normalize a color of each of said second plurality of pixels in said region of
interest prior to determining said color difference for each of said second plurality of pixels.

91.  The product of claim 88 wherein said instructions to determine said sample
squares for one of each said group comprise:
instructions to:
construct - a color difference histogram " of color differences of each
_ identified one of said second plurality of pixels in said region of interest,
fix a distribution model over said histogram, ‘
determine a high threshold from said distribution model,
determine a low threshold from said distribution model,
A categorize an identified one of said second plurality of pixel in said region
of interest as a large color difference pixel responsive to said identified one pixel
of said color difference of said pixel being greater than said high threshold,
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categorize an identified one of said second plurality of pixels in said region
of interest as a medium color difference pixel responsive fo said color difference of
said identified one pixel being less than said high threshold and greater than said
low threshold, and

categorize an identified one of said second plurality of pixels in said region
of interest a small color difference pixel responsive to said color difference of said
identified one pixel being less then said low threshold.

92. © The product of cléim 91 wherein said instructions to determine a plurality of
sample squares for one of each said group comprise:
instructions to:
determine a primary minimum bounding box including ali pixels in said
group, )
apply a morphological operator to dilate said boundary of said group,
connect each group of neighboring medium color difference pixels in said
primary minimum bounding box into a connected comporienf,
connect each group of neighboring large color difference pixels in said
primary bounding box into a connected component,
determine a secondary minimum bounding box for each said connecied
component, '
determine each said secondary minimum bounding box entirely within said
primary bounding box, and
return each said secondary minimum bounding box determined fo be
entirely within said primary minimum bounding box as one of said plurality of
sample squares.

_ 03. The product of claim 91 wherein said instructions fo determine plurality of sample
'squares for one of each said group comprise:

Instructions to:

1. determine a primary minimum bounding box including all pixels in said
group,

2. arrange said pixels in said primary minimum bounding box into
groupings of a plurality of squares include an equal number of said pixels wherein
said number is one of a plurality of predetermined sizes,

3. determine a ratio of pixels of interest in each square to a total number of
pixels in said plurality of sets of squares,
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4. determine said one of said plurality of squares having a greatest ratio,

. determine whether said ratio of said one of said plurality of squares is
greater than, and

6. include said one of said plurality‘ of squares in said plurality of sample
squares responsive o a determination said ratio is greater than said threshold,

7. remove said pixels in said one of said plurality of squares from other
ones of said plurality of squares, and

8. repeat steps 3-7.

94.  The product of claim 93 wherein said instructions to divide said area into a
plurality of sample squares further comprise:
instructions to:
9. determine steps 2-8 have been performed for a plurality of squares for
each of a plurality of sizes, and
10. repeat steios_ 2-9 for another one of said plurality of sizes.

85.  The product of claim 93 wherein said plurality of squares are arranged to overlap
one another in said minimum bounding box and overlapping ones of said plurality of
squares include an overlapping set of pixels.

96.  The product of claim 93 wherein said pixels of interest are large color difference
pixels.

97. The product of claim 93 wherein said pixels of interest are medium color
difference pixels. * o

98.  The product of claim 93 wherein said pixels of interest are large and medium color
difference pixels.

99. The product of claim 88 wherein said instructions to classify comprise:
instructions to:
extract features from each of said bfurality of sample squares, and
- classify said features of each of said plurality of sample squares using a
classifier process.

100. - The product of claim 99 wherein said classifier process is a Bayesian classifier.
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101. The product of claim 99 wherein said classifier process is a support vector machine.
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