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This lecture, we will complete the proof of SZK-completeness of the Statistical Closeness problem,
and start on the topic of Probabilistically Checkable Proofs. We recall the following facts about the
statistical distance between joint distributions.

Fact 0.1. For any distributions (Xo,Yy) and (X1,Y1),
A((Xo, Y0), (X1,Y1)) = max [A(Xo, X1), A(Yo, Y1)]
Fact 0.2. For any distributions (Xo,Yy) and (X1,Y1),
A((Xo, Y0), (X1,Y1)) < A(Xo, X1) + Ezex, [A(Yolxo=2, Y1|x:=2)]
In particular, if X¢ is independent of Yo and X1 is independent of Y7,

A((Xo, Yo), (X1,Y1)) < A(Xo, X1) + A(Yo, Y1)

1 Completeness of SC*°

It turns out that the problem of determining the statistical distance between distributions really captures
the essence of statistical zero-knowledge proofs. SC?® is actually complete for the class SZK for any
constants (8, a) such that a? > 3. That is, it is contained in SZK and any problem in SZK can be
reduced to it. That it is contained in SZK follows from an interesting reduction from SC** to Sp*#’
that we will not cover (see Vadhan’s thesis [Vad99] for the reduction).

We will see now how any problem that has an HVSZK proof can be reduced to sche (this is stronger
than having SZK in this statement). We will see only a very special case of the reduction that still has
the main ideas. Suppose a language L has an SZK proof (P, V) with the following properties:

e It has two messages and is public-coin. That is, V first sends a uniformly random a « {0,1}, P
responds with a 8 € {0,1}", and V then outputs out = accept/reject.

e The completeness, soundness, and zero-knowledge errors are all negligible.

I am not aware of any non-trivial SZK protocol that has these properties, but this will do for the sake
of illustration. The actual reduction works by first transforming any SZK protocol to a public-coin one
using a zero-knowledge version of the set lower-bound protocol we saw in an earlier lecture, and then
applying an extension of the reduction we will see now.

Our objective is to map any instance x to two distributions (Dg, D1) (the circuits sampling them will
be obvious from our descriptions) such that if + € L, A(Dy,D;) < 8, and if z ¢ L, A(Dy,D;1) > a.
The honest verifier’s view consists of («, 3, out) — denote the random variables corresponding to this
by (A, B,0). We will make use of the simulator S that takes input = and security parameter 1, and
outputs (ag, s, outs), whose distance from the actual view is negl(\); define (Ag, Bs,Og) as random
variables corresponding to these.

Looking at the simulator’s guarantee, we see that we already have some of what we are asking
for — when x € L, the distribution of the S’s output and V’s view are very close. In particular, Ag
is close to the uniform distribution over {0,1}* (which we will denote by U,). Further, due to the
negligible completeness and zero-knowledge errors, the output of the verifier on the simulated transcript
V(x,Ag, Bs) is accept with all but negligible probability.

We would be done if, whenever © ¢ L, Ag is far from U,. This need not be the case, however, as no
explicit restrictions are placed on the simulator’s output when ¢ L. Soundness, though, implies that
in this case, for most a € {0,1}%, there does not exist a 8 such that V(z,«, ) = accept. So, if Ag is
very close to Uy, then except with negligible probability, the Ss will be such that V(z, ag, 8s) = reject.

To reiterate, when x € L, Ag is negligibly close to U, and V (x, Ag, Bs) = accept with high probability.
Whereas, when z ¢ L, either Ag is far from U,, or V(z, Ag, Bs) = reject with high probability. These



two properties together — whether Ag is close to U, and whether V(z, Ag, Bg) accepts most of the time
— distinguish the behaviour of the simulator in the cases © € L an « ¢ L. We will use this to construct
the two distributions that the reduction will map z to as follows:

° D()I

1. Sample a < {0,1}“
2. Output (1, @)

1. For some large A\, compute (as, 8s) < S(z,1*)

2. Run S(z,1*) alarge poly(A) times. Set b = 1 if all of these (s, 8%) are such that V (z, oy, 8%) =
accept. Set b = 0 otherwise.

3. Output (b, ag)
When z € L, the distance between Dy and Dy is bounded as:
A((1,4), (b, As)) < A(1,b) + A(Us, As) < negl(N)

where the first inequality uses Fact 0.2. The second follows because when = € L, all the V(z, o, %)
accept except with negligible probability, and Ag is negligibly close to U,. When = ¢ L, the distance is
bounded as:

A((1, A), (b, Ag)) > max [A(L,b), A(U,, Ag)] > 0.1

where the first inequality uses Fact 0.1. The second follows because, as argued earlier, either Ag is far
from U,, or at least one of the V(z,ak, 8%) rejects except with negligibly probability. From here, the
Polarisation Lemma can be used to reduce to SC** for any constants « > ( as desired.

2 Properties of SZK

The class SZK of problems that have statistical zero-knowledge proofs has a number of interesting
properties that were discovered throughout the 90’s. The discovery of complete problems for SZK (in
particular SC?* and the Entropy Difference problem, which you might encounter in the next problem
set) greatly simplified the proofs of many of these properties. We will state a few of them below without
proof. Refer to Vadhan’s thesis [Vad99] for proofs of all of these statements.

1. Any language that has an HVSZK proof also has a public-coin HVSZK proof. This makes use of
a zero-knowledge version of the set lower-bound protocol we saw a few lectures ago.

2. HVSZK = SZK. That is, any language that has a honest-verifier SZK proof also has an actual
SZK proof. This follows from replacing the public coins in a public-coin HVSZK protocol with the
outcome of a coin-tossing protocol. We will cover coin-tossing protocols towards the end of the
course if we have time.

3. SZK is closed under complement. This follows from a statistical distance reversal procedure that
makes clever use of hashing. This implies that SD®? is also complete for SZK when o2 > 3.

4. SZK is closed under composition with OR. That is, if Li, Lo € SZK, then the language L of
tuples (z1,22) such that either 21 € L or 29 € L is also contained in SZK. This follows from the
completeness of SD and applications of Facts 0.1 and 0.2.

5. The above two statements imply that SZK is closed under composition with polynomial-sized
Boolean formulas.

6. The existence of constant-round interactive proofs for the complete problem SD*? implies that
SZK C AM. The closure under complement further implies that SZK C AM N coAM.



The class also has some interesting connections to cryptography. For instance, it is known that the
existence of an average-case hard language in SZK implies the existence of one-way functions (and thus
pseudorandom generators, commitment schemes, etc.) [Ost91]. The proof of this statement also becomes
easier given the completeness of SD*?. At a very high level, average-case hardness of SD*? implies the
existence of two distributions that are statistically far but computationally indistinguishable. This is
equivalent to the existence of one-way functions. Details are beyond the scope of this course, but refer
to the note by Goldreich [Gol90].

Further, several problems that are central to cryptography such as quadratic residuosity, and several
lattice problems [GGO00], are contained in this class. The existence of a hard problem in this class is
implied by some advanced cryptographic primitives like rerandomisable encryption.

3 Probabilistically Checkable Proofs

In a traditional proof system, the proof of a theorem consists of a sequence of assertions that are checked
by the verifier in turn, with the proof being accepted if all of them check out. In the other kinds of proof
systems we have seen so far, while there have been other resources available to the verifier and prover
(interaction and randomness, in particular), the final decision to accept by the verifier is, in general,
very similar — it looks at the entire transcript of its interaction with the prover, and decides whether to
accept. In contrast, a Probabilistically Checkable Proof (PCP) is a proof that the verifier can verify by
looking at just a small part of it.

Slightly more formally, a PCP for a theorem is a string m, potentially very long. A verifier of this
proof is a randomised algorithm that picks a small set of coordinates of this string to look at (or “query”),
and decides to accept or reject based on what the bits in those coordinates of 7 are. As always, the
verification procedure should be such that a proof that makes the verifier accept should exist if the
theorem is true, and if it is false, the verifier should reject any candidate proof with high probability.

The fact that such a proof is possible at all for non-trivial theorems is remarkable, and is yet another
wonderful product of incorporating randomness into proof systems. Such proof systems were first studied
in the early 90’s, when the techniques developed in the study of interactive proofs made such proofs
possible for non-trivial languages [BFLS91]. Interest in these proofs surged after it was discovered that
the existence of PCPs for hard languages could be used to prove that certain optimisation problems were
hard to solve even approximately [FGLT91|. Subsequent work culminated in the proof of the celebrated
PCP theorem [AS92, ALM™ 92|, one of the gems of theoretical computer science.

PCPs have since been used to prove the hardness of approximation of various problems of interest,
but for decades they remained solely a theoretical tool. In the past few years, however, PCPs and related
proof systems have found very interesting practical applications in constructions and implementations
of succinct non-interactive arguments, which have found use in many cryptocurrencies. We will briefly
look at both of these applications in coming lectures. An interesting account of the early development
of research in interactive proofs and PCPs may be found in an article by O’Donnell [O’DO05].

3.1 Defining PCPs

As usual, we will look at PCPs that prove membership in some language L. The verifier in this proof
system will be a polynomial-time randomised algorithm V' that gets an instance z € {0,1}" as input,
and outputs accept or reject. We will think of V' as having oracle access to a proof string = € {0,1}™
that purports to be a PCP for the statement « € L. V make queries of the form ¢ € [m] to the oracle,
in response to which it receives the bit 7[i], which is ¢ bit of the proof string.

Definition 3.1. A PPT verification algorithm V' is a Probabilistically Checkable Proof system (PCP)
for a language L if the following are satisfied.

e Completeness: For any x € L there exists a proof 7 such that V™ (x) always accepts.
e Soundness: For any z ¢ L, and for all strings 7*, V™ () accepts with probability at most 1/2.

Note that, while we require the verifier to run in polynomial time, we do not even explicitly consider
the prover that potentially came up with the proof w. The complexity of such a prover will become
relevant in later applications to cryptographic protocols, but for the most part we will only concern



ourselves with the existence of proofs 7, and not how they are computed. Instead, the parameters of a
PCP that we will care about are the randomness complexity of the verifier (the number of random bits
it uses), and the number of queries it makes (the number of bits of 7 it reads). Keeping track of the
query complexity is natural since we care about proofs that need few queries to verify, and the reason
we care about the verifier’s randomness will become clearer when we get to the applications of PCPs.
For now, note that these two quantities provide an upper bound on how long 7 needs to be (which has
a bearing on the prover’s complexity).

Definition 3.2. For any functions ¢, p : N — N, the class PCP]q, p] consists of all languages that have
a PCP V such that, when given input =, V makes at most O(q(|z|)) queries, and uses at most O(p(|x|))
bits of randomness. Further, V is said to be a PCP[q, p] system.

For ease of notation, we will often fix the length of inputs x in our discussion, and use ¢ and p as
numbers rather than functions.

Claim 3.1. In any PCPlg, p] system V for a language, the valid proofs can be made to have length at
most q - 2°.

The constant 1/2 in Definition 3.1 is again not important, as the soundness error can be decreased
by repetition. We will be concerned only with non-adaptive verifiers — ones that make all their queries
to the proof oracle at the same time, rather than making queries that depend on answers to previous
queries (that is, behaving adaptively). In the regime of parameters we will mostly be interested in, this
will not make a difference.

Claim 3.2. If a language L has a PCP[q, p] with an adaptive verifier, then it has a PCP[2, p| with a
non-adaptive verifier.

Exercise 1. Prove Claims 3.1 and 3.2.

3.2 PCPs and IPs

The formulation of PCPs originally followed from that of multi-prover interactive proofs, which we will
see later in the course if there is time. There are also simple transformations from any interactive proof
to a PCP. This is illustrated by the following PCP for the GNI problem. Note that to describe a PCP, we
need to describe what the proof string looks like for instances in the language, and what the verification
algorithm is.

For GNI for any instance size n, given the proof « is indexed by graphs H over n vertices. That
is, the length of the proof is equal to the number of different graphs over [n], and each index i € [n] is
mapped to a different graph H in some canonical manner. For an input (Go,G1), and any H over n
vertices,

e m[H] =0 if H is isomorphic to Gy,
e w[H] =1if H is isomorphic to Gy, and,
e 7[H] =0 or 1 arbitrarily if H is not isomorphic to either

Notice that this emulates the honest prover’s algorithm in the IP for GNI. The verifier’s algorithm
similarly follows the verifier’s algorithm in the IP given input (Go, G1):

1. Sample a random bit b and a random relabelling R

2. Compute H + R(Gp)

3. Query b’ + 7[H], and accept iff b =10
The proof of completeness and soundness of this PCP follows directly from those of the IP for GNI. The

verifier here makes only one query, and the number of random bits it uses is 1 plus log of the number of
possible relabellings of graphs on n vertices. This implies the following.

Claim 3.3. GNI € PCP[1,nlogn]



It also similarly turns out that this PCP is zero-knowledge for honest verifiers, but we will not be
discussing this much. A similar approach to how we obtained this PCP may be used to obtain a PCP
from any interactive proof, though with substantial loss in parameters.

Claim 3.4. Suppose a language L has an interactive proof with 2k messages where the verifier has
randomness complexity r, its messages are each of length at most a, and the prover’s messages of length

at most b.

Then, L has a PCP[bk,r] proof of length at most O(bk - 29%).

Corollary 3.1. IP C PCPJpoly, poly]

Exercise 2. Prove Claim 3./.
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