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In the previous lecture, we started looking at Probabilistically Checkable Proofs (PCPs), which are
proofs that can be checked by looking at only a small number of bits of the proof. Such proofs are
interesting for several reasons — first, they represent a rather surprising answer to the question of what it
means to prove something, second, they have found widespread use in proving that optimisation problems
are hard to solve even approximately, and third, they are used in cryptography to construct very efficient
zero-knowledge proof systems.

One possibility that suggests itself naturally is that PCPs might allow for computationally very
efficient verifiers for non-trivial languages, as PCP verifiers only look at a few bits of the proof. However,
this is not always the case. Even though the verifier only sees a small part of the proof, often the
computation it does to check the proof is comparable to that of an interactive proof or NP proof for the
same language. The benefits of a PCP are really the small number of queries and random bits used.
Over the next couple of lectures, we will see the aforementioned applications of PCPs that indicate why
these are significant.

1 The PCP Theorem

Any language that has a PCP where the verifier uses bounded randomness can be decided by a non-
deterministic verifier that guesses the PCP proof and checks the probability that the PCP verifier accepts
this proof. This implies the following.

Claim 1.1. PCP[q, p] € NTIME[q - 27]
Corollary 1.1. PCP[poly,log] € NP

The primary question surrounding early research in PCPs was whether a strong converse of Corol-
lary 1.1 was true — whether all languages in NP had PCPs with small query complexity. It is easy to
see that NP C PCPIpoly, 0], as the verifier can just read the entire NP proof, but can we do better than
this? In a remarkable sequence of papers in the early 90’s, it was shown that we indeed could.

Theorem 1.2 ([AS92, ALMT92|). NP C PCP[1,log]

The number of queries in the PCP in the theorem above can actually be set to 3 (but not 2) [Has97]
(with the soundness error being 0.49 or so). Further, the prover in this PCP for NP is efficient in the
sense that, given a witness, its running time is a polynomial in the length of the PCP proof that it
constructs. This is also the case for almost all PCP constructions.

A different, arguably simpler, proof of this theorem was given later by Irit Dinur [Din06]. All of these
constructions draw on a number of disparate tools from combinatorics and algebra, involving, among
other things, error-correcting codes, expander graphs, random graphs, linearity testing, Fourier analysis,
etc.. Covering either of these in any meaningful detail would be beyond the scope of this course, but we
will see a simpler construction of much weaker, but still remarkable, PCP for NP.

2 Hardness of Approximation

First, though, we will see the application of PCPs to hardness of approximation that spurred this line
of research, and which will highlight the importance of constant queries and logarithmic randomness
complexity. The simplest example of such an application is to optimising constraint satisfaction problems.

Definition 2.1. In the k-CSP problem, an instance consists of a list of k-ary constraints over m variables.

There are m variables z1, ..., T,,, and some number ¢ of constraints ¢, ..., ¢; where each ¢; is a Boolean
formula over k of the m variables — ¢(x;,, ..., 2;, ). The problem, given such an instance ¢ = (é1, ..., dt),
is to decide whether there exists an assignment to the variables x1,...,x,, such that all the ¢;’s are
satisfied.



This problem is clearly in NP, and is also NP-complete. We will be concerned with the optimisation
version of this problem.

Definition 2.2. In the Max-k-CSP problem, given such an instance ¢ = (¢1, ..., d.), the task is to find
an assignment to = (x1,...,Z,,) that maximises the number of ¢;’s that are satisfied.

Clearly, solving this problem ezactly would also lead to a solution for k-CSP itself, and so Max-k-CSP
is also NP-hard. But what if we only want to solve it approximately? This is one of the ways to
deal with hard problems that show up in practice — to make do with an approximation to the optimal
solution. For any ¢, let OPT(¢) denote the maximum number of constraints in ¢ that are satisfied by
any assignment. Could there be an efficient algorithm that, given ¢, finds an assignment that satisfies
more than a ¢ - OPT(¢) of its constraints? Such an algorithm is said to be a d-approximation algorithm
for Max-k-CSP. PCPs provide a way to show that such even computing such approximation solutions is
hard. In particular, the PCP theorem implies the following.

Theorem 2.1. If P # NP, for all large enough k, there is no polynomial-time 0.51-approzimation
algorithm for Max-k-CSP.

Proof Sketch. The idea is to start from an NP-complete problem, and use a PCP[1,log] proof for it to
reduce it to 0.51-approximating the Max-k-CSP problem for some k. Suppose an NP-complete language
L has a PCP proof system with verifier V' that makes some constant k queries, and has randomness
complexity clogn on inputs of length n. Such a system is guaranteed to exist by the PCP theorem. Fix
some input length n, and suppose the length of the corresponding PCP proof is m.

Given any input x for L, and a random string r € {0,1}¢1°8™ of the verifier, consider the algorithm
that the verifier runs. It makes queries to k bits of the proof 7, and then computes some function of
them that determines whether it accepts or rejects. This specifies a constraint — call it V(7 1, ..., Tr )
—on k bits of 7w that determine whether the verifier accepts or rejects. Consider then the set of all of
these constraints for all the possible random strings r: V, = {V%T}re{o,l}clogn' V. contains at most
2¢logn — ne constraints. By the property of the PCP, this set has the following properties:

e If z € L, then there exists a proof 7 that satisfies all the constraints in V,
e If x ¢ L, the any possible string 7’ satisfies at most a 0.5-fraction of the constraints in V,

Thus, if there is a polynomial-time algorithm that, given V, can distinguish between whether there
exists a m that satisfies either all of the constraints in V, or at most half of them, then it can be used
to decide L in polynomial-time. A 0.51-approximation algorithm for Max-k-CSP can do this trivially.
Thus, if L is indeed not contained in P, then no such polynomial-time algorithm can exist. O

Above, the number of queries being constant allowed the reduction to work for Max-k-CSP for a
constant k. This is important because this captures a set of natural and important problems that come
up in complexity theory, graph theory, etc.. The O(logn) bound on the number of random bits allowed
the resulting set of constraints to be of polynomial size. If the number of random bits were w(logn), the
reduction would no longer work in polynomial time, and we would not be able to use the assumption
that L is hard for polynomial-time algorithms.

Exercise 1. Prove that the PCP theorem is, in fact, equivalent to the NP-hardness of approximating
Max-k-CSP for some constant k.

3 A Simple PCP

Next, we will see a construction of a simple PCP for NP that has much worse parameters than those
promised by the PCP theorem. Specifically, we will partially prove the following.

Theorem 3.1. NP C PCP[1, poly]

While it is indeed much weaker than Theorem 1.2, this is already a remarkable statement that shows
that constant-query PCPs can do very non-trivial things. Its proof will illustrate the central components
of many PCP constructions, though at a very basic level. We will start by constructing a PCP for a



problem that is actually in P — that of solving a system of linear equations. Later, we will see how this

can be extended to a similar PCP for the problem of solving a system of quadratic equations, which is
NP-hard.

Definition 3.1. In the Multivariate Linear equation problem (ML), an instance consists of a set of m
vectors A = (ay,...,an), where each a; € F}, and m bits b = (b1,...,by,), where b; € Fo. The instance
(A,b) is in ML if and only if there exists an « € FJ such that for all i € [m], we have (a;,x) = b;.

For simplicity, we will also assume that the matrix A in the instance is always full rank — that is, its
rows a; span the space Fy. Clearly ML € NP, as the assignment z serves as a witness. Further, ML € P,
as Gaussian elimination can be used to determine whether such an x exists, and to recover it if it does.
So there is a trivial PCP for it where the verifier makes no queries and just solves the problem on its
own, but let us ignore that for now.

3.1 Encoding a solution

Given a feasible linear system (A,b), suppose it has a solution v € F} — that is, Au = b. We would
like our PCP proof 7 to encode this solution » in a manner that can be verified with few queries. Our
encoding will be to simply write down the values of (a,u) for all a € F§. That is, 7 is a string of length
2" that is indexed by a € FY, and is such that n[a] = (a,u). Note that this contains, in particular, the
evaluations of {a;,u) for all the a;’s in the given system A, but also the evaluations of all other possible
linear functions. We will denote such an encoding of any string x € Fy by H,, for reasons that will
become clear later.

3.2 Verification

Given such a proof string 7 that claims to encode an solution u to the given system (A4,b), the task of
the PCP verifier can be broken down as follows:

1. Check that 7 is actually equal to H, for some string u € F}
2. Check that this encoded string u satisfies Au = b

We will defer the first part above for now, and look at how to do the second. Clearly, if 7 = H,,, then
the statement Au = b can be verified by checking whether, for each ¢ € [m], 7[a;] = Hy[a;] = {a;, u) = b;.
But this requires m queries to the proof, which is bad. Instead, we will use a variation of a technique that
we have seen in the past with low-degree polynomials, which is to perform this verification at random
points. Corresponding to the fact there that two low-degree polynoimals cannot agree on too many
locations, here we have the following.

Lemma 3.2. For any two distinct u,v € F3,

Procsy [{a,u) = {a,0)] = 5

In other terms, for any distinct v and v, the encodings H, and H, will agree on exactly half of the
2™ coordinates. This is close to a special case of what is known as the Schwarz-Zippel Lemma, which
generalises to multivariate polynomials the property that univariate polynomials of degree d can have
only d zeroes. To see this, note that the string H,, is actually the truth table of the multivariate linear
function hy(a) = (u, a).

Exercise 2. Prove Lemma 5.2.

We are guaranteed (by the first part of verification, which we skipped) that 7 is an encoding H,
for some vector v € Fy, and wish to check that it is indeed an encoding H,, of a vector u that satisfies
Au =b. By Lemma 3.2, if we could evaluate H, at random locations, we could perform this checking
by picking a random a < FJ, and checking that wla] = H,[a].

And we can indeed compute H,[a] as, even though we do not know wu itself, we know a full rank
system of linear equations that it satisfies. So if a is given by some linear combination of the rows of A,
then H,[a] = (a,u) will simply be the same combination of the entries in b. The verifier thus operates
as follows:



1. Sample random 7 <+ F5*, and compute a < rT A
2. Verify that 7la] = (r,b)

Claim 3.1. If 7 is an encoding H, of v € F} such that Av # b, then the above procedure rejects with
probability 1/2.

This probability can then be improved by repetition. Conditioned on 7 actually being an encoding
of some string, this claim proves soundness of the PCP. Completeness is easily verified. The verifier here
makes only one query, and uses m bits of randomness. It remains, then, to specify how the verifier checks
that the proof is indeed such an encoding.
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