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Abstract

This paper describes our experiences with improving TCP
and Web performance over a Wavel AN-based wireless net-
work. In previous work, we analyzed the problems to TCP
performancein error-prone wirelessnetworks and designed
the Berkeley Snoop protocol to significantly improve per-
formanceover error-pronewirelesslinks[7, 5].

Most efforts to date have focused on improving perfor-
mance for transfers to a mobile host. We present a novel
protocol based on Explicit Loss Notificaion (ELN) to
improve performance when the mobhile host is the TCP
sender, a situation that is becoming increasingly common.
Then, we use experimental padet traces of wirelesserrors
from a production wireless network to derive an empiricd
model of channel errors. We use this to evaluate the perfor-
mance of TCP Reno, TCP Seledive Acknowledgments[17]
and the Snoop protocol for Web workloads to mobil e hosts.
We dso discuss the scding behavior of the Snoop protocol
and refled on some general |essons we have learned about
efficient protocol design for reliable wireless transport.

1. Introduction

Wirelesstechnologies are playing an increasingly promi-
nent role in the global Internet infrastructure. They are ided
as Internet access techndogies, providing a onvenient and
chea solution to the “last mile” problem. However, reliable
transport protocols such as the Transmission Control Proto-
col (TCP) [22, 25], used by popular applications like the
World Wide Web, file transfer, eledronic mail, and interac
tive remote terminal appli cations, show greatly degraded
performance over wirelessnetworks. Over the past many
yeas, TCP has been tuned for traditional networks compris-
ing wired links and stationary hosts. It assumes congestion
in the network to be the primary cause for padet losses and
unusual delays, and adapts to it. The TCP receiver sends
cumulative acknowledgments (ACKs) for successully
recaved segments, which the sender uses to determine
which segments have been successully recdved. The
sender identifies the loss of a padket either by the arival of
several duplicate cumulative ACKs, triggering a fast
retransmisson, or by the ésence of an ACK for a timeout
interval equal to the sum of the smoothed round-trip delay
and four times its mean deviation. TCP reacts to packet
losses by retransmitting missing data, and simultaneously

invoking congestion control by reducing its transmission
(congestion) window size and badking dff its retransmisson
timer. These measures reduce the level of congestion on the
intermediate links.

Unfortunately, when packets are lost for reasons other than
congestion, these measures result in an unrecessary reduc-
tion in end-to-end throughpu and hence, in sub-optimal
performance. Communication over wirelesslinks is often
characterized by high bit-error rates due to channel fading,
noise or interference and intermittent conredivity due to
handoffs. TCP performancein such networks suffers from
significant throughput degradation and very high interadive
delays because the sender misinterprets corruption for con-
gestion [see eg., 8].

Recantly, several schemes have been proposed to all eviate
the effects of non-congestion-related losses on TCP perfor-
mance over error-prone networks|[3, 7, 26]. In previous
work [5], we compared many existing schemes and argued
for transport-aware link protocols to improve performance.
The end result of this work was a more aaptive TCP/IP
protocol architecture that adapted na only to network con-
gestion, but also to error-prone wirelesslinks.

However, most design and measurement efforts to date have
focused on the (common) case of data transfers to a mobile
host. The case of a mobile host transmitting data over a
first-hop wireless link to hasts on the wired Internet has
largely been ignored. Such access scenarios are becoming
increasingly common in the Internet; for example, reseach-
ers at Daimler Benz are working on a prototype of a Mer-
cedes car that runs a Web server, which disseminates
information over wireless and wired links about the status of
the vehicle to users on the Internet [13].

In this paper, we present a novel protocol based on Explicit
LossNotification (ELN) to improve transport performance
when the mobil e host is the TCP sender, a situation that is
beooming increasingly common in many wireless access
networks (Section 3). Then, we obtain experimental packet
traces of wireless errors from a production outdoor wireless
network deployed as part of the Reinas environmental mon-
itoring projed at UC Santa Cruz [9] and derive an empiricd
model of channel errors based onthis data (Section 4). We
use this to evaluate the performance of TCP Reno, TCP
SACK [17] and the Snoop protocol for an empirically
derived Web workload to mobile hosts (Sedion 5). Finally,



we refled on some lesns leaned about improving wire-
less transport performance in the face of wirelesshit-errors
(Sedion 6) and conclude with a summary and dredions for
future work (Sedion 7).

2. Background

In this sedion, we summarize some protocols and transport
enhancements that have been proposed to improve the per-
formance of TCP over wireless links.

Link-layer protocols: There have been several propos-
alsfor reliable link-layer protocols to improve wireless
performance[1, 14, 19]. These typicdly use forward
error correction (FEC) or retransmissions (ARQ) to
improve performance.

The main advantage of employing a link-layer protocol
for lossrecovery isthat it fits naturally into the layered
structure of network protocols and achieve locd reli abil -
ity. However, there ae several occasions when transport
performance does not improve when such protocols are
used. There ae three dief modes of adverse interadion
that could arise between independent reliable transport
andlink layers:

1. Timer interactions. Independently set timers at both
layers could trigger at the same time, leading to redun-
dant retransmissions at both layers and degraded per-
formance[10]. While thisisa wncern in genera, TCP
does not suffer from this problem becaise of the marse
and conservative timeout intervalsin pradice

2. Fast retransmission interactions: This arises when a
link layer protocol achieves reliability by locd retrans-
missions, but does not preserve the in-order sequential
delivery of TCP segments to the receiver. Then,
although locd recovery occurs, the recept of later seg-
ments causes duplicate ACKs from the receiver as
well, leading to redundant sender fast retransmissions,
sender window reduction, and reduced throughput [5].

3. Large round-trip variations: If alink layer protocol is

designed to be overly robust and attempt, for example,
to provide aTCP-like service, it often result in long
latencies and large round-trip time deviations at the
TCP sender. This leads to long and conservative time-
outs when congestion-related losses occur on the path.
Other problems that arise include alarge number of
redundant retransmissons if a sender timeout occurs
for awirelessloss [15], a problem observed in GSM
networks running the RLP protocol [18].

Split connedion protocols [3, 26]: Split connedion
protocols lit each TCP connection between a sender
and receiver into two separate mnnections at the base
station — one TCP connedion between the sender and
the base station, and the other between the base station

and the recaver. Over the wireless hop, a spedalized
protocol tuned to the wirelessenvironment may be used.
In [26], the authors propose two protocols — onein
which the wirelesshop uses TCP, and another in which
the wirelesshop uses a seledive repea protocol (SRP)
ontop of UDP. They study the impad of handoffs on
performance and conclude that they obtain nosignificant
advantage by using SRP instead of TCP over the wire-
less connection in their experiments. However, our
experiments demonstrate benefits in using a simple
SACK scheme with TCP over the wireless connedion.

Indirect-TCP [3] is a split-conrection solution that uses
standard TCP for its connedion over the wireless link.
Like other split-connedion propaosals, it attemptsto sep-
arate lossrecovery over the wirelesslink from that
acrossthe wireline network, thereby shielding the origi-
nal TCP sender from the wireless link. However, as our
experiments indicate, the choice of TCP over the wire-
lesslink results in several performance problems. Since
TCPisnot well-tuned for the lossy link, the TCP sender
of the wireless connedion dten times out, causing the
original sender to stall. In addition, every padket incurs
the overhead of going throughTCP protocol processng
twice a the base station (as compared to zero times for a
non-split-connedion approach), although extra mpies
are avoided by an efficient kernel implementation.
Anocther disadvantage of split connections is that the
end-to-end semantics of TCP ACKs is violated, since
ACKs to padkets can now reach the source even before
the packets acually read the mobile host. This makes
the system vulnerable to base station crashes. Also, since
split-connedion protocols maintain a significant amount
of state & the base station per TCP conrection, handdf
procedures tend to be complicated and Slow [2].

Snoop Protocol [7]: The snoop protocol introduces a
modue, called the snoop agent, at the base station. The
agent monitors every padket that passes through the TCP
conredion in both diredions and maintains a cade of
TCP segments sent aaoss the link that have not yet been
acknowledged by the receiver. A packet lossis deteded
by the arival of asmall number of duplicate ACKsfrom
the receiver or by alocal timeout. The snogp agent
retransmits the lost padket if it has it cached and sup-
presses the duplicate ACKs. Thus, the snoop protocol is
atransport-aware link protocol.

The main advantage of this approach isthat it suppresses
duplicate ACKsfor TCP segments lost and retransmitted
locally, thereby avoiding unnecessary fast retransmis-
sions and congestion control invocations by the sender.
The per-conredion state maintained by the snogp agent
at the base station is soft, and is not essential for corred-
ness A detailed description of the Snoop potocol

appeasin|[7].
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Figure 1. Topology for data transfer from a mobile host.

¢ Sdledive Acknowledgments: Since TCP Reno uses a
cumulative ACK scheme, it often does not provide the
sender with sufficient information to recover quickly
from multi ple padket losses within a single transmisson
window. The SACK RFC [17] proposes that each ACK
contain information about up to three non-contiguous
blocks of data that have been received successully by
the receaver. Each block of datais described by its dart-
ing and ending sequence number. Due to the limited
number of blocks, it is best to inform the sender about
the most recant blocks receaved. The RFC does not spec
ify the sender behavior, except to require that standard
TCP congestion control adions be performed when
losses occur. SACKs help grealy when window sizes are
large and muilti ple losses occur in a single transmisson
window [11].

3. Transfersfrom a M obil e Host

We now proceed to dscuss the case of data transfer from a
mobil e host. While this has conventionally been a less com-
mon scenario for wireless information access, it is rapidly
gaining in importance. There is an increasing number of
Web and other information servers that serve data acoss
first-hop wirelesslinks [13, 9]. A representative topology of
this scenario is shown in Figure 1.

It might be tempting to come to the cnclusion that a proto-
col very similar to the snoop protocol described in Sedtion 2
and [7] for data transfer to the mobile host can be used in
this case as well. In particular, one of the important fegures
of that case wasthat it required changes only to the base sta-
tion and not to any other entiti esin the network. However, it
isunlikely, if not impossible, that a protocol with modifica
tions made only at the base station can substantially improve
the end-to-end performance of reliable bulk data transfers
from the mobile host to ather hosts on the network, while
preserving the predse semantics of TCP ACKs. For exam-
ple, caching padkets at the base station and retransmitting

them as necessary is not useful, since most of the packet
losses will be from the mobil e host to the base station. Run-
ning a Snoopagent at the mobile host will be inappropriate
because the same duplicate ACKs dgnify bath corruption
and congestion losses. There is no way for the mobile
sender to know if the loss of a padket happened onthe wire-
lesslink or elsewhere in the network due to congestion.

There ae at least two ways in which the basic Snoop
scheme can be enhanced to achieve goad performance for
this case — the first involves the use of negative ACKs, and
the second the use of Explicit Loss Notificaions (ELN). We
first describe the first approach, and then the second, which
we believe to be an elegant and simple solution to the prob-
lem. We also show how the algorithm naturally generalizes
to the cae when a cellular wireless link is the transit link
bridging two or more wired networks.

3.1 Using Negative ACKs

An agent at the base station keeps track of the packets that
were lost in any transmitted window and generates negative
acknowledgments (NAKSs) for those packets back to the
mobile sender. Thisis especially useful if several padkets
are lost in a single transmission window, a situation that
happens often under high interference or in fades where the
strength and quality of the signal are low. These NAK s are
sent when either athreshold number of padets (from asin-
glewindow) have readed the base station a when a cetain
amount of time has expired without any new padkets from
the mobil e. Encoding these NAKSs as a bit vedor can ensure
that the fradtion of the sparse wireless bandwidth consumed
by NAKs is relatively low. The mobile host used these
NAK sto seledively retransmit lost padkets.

NAK s can be implemented using the TCP SACK option.
The agent could use SACKs to enable the mobil e host to
quickly (relative to the roundtrip time of the connedion)
retransmit missing padkets. The only change required at the
mobil e host is to enable SACK processing. No changes of
any sort are required in any of the fixed hests. Also, SACKs
are generated by the snoop agent when it detects a gap cor-
responding to missing packets, we emphasize again that no
transport-layer code runs at the base station to dothis.

There is a danger of a possible violation o end-to-end
semantics in this heme, because the snoop agent would
send SACK information about segmentsit recaves, but they
may not yet have been recaved by the intended recever.
Thiswill lead to problemsif the corresponding segments get
lost later in the path. However, this is not strictly true
becaise of the semantics of TCP SACKs: they are advisory
in nature, and only cumulative ACKs are binding. What this
means is that even if a TCP sender recéves SACKs for cer-
tain data blocks, it must not clean those segments from it's
transmisgon buffer or assume successul reception, until
cumulative ACKs arrive for them.



However, this approach based on SACKs is inelegant
becaiseit relies on arelatively obscure fegure of the SACK
specification. Of course, we could implement an explicit
NAK scheme, but that would require cmplex modifications
at the sender, which would anyway implement SACKs in
the future. In addition, wewould like to avoid explicit proto-
col messaging as far as posdble, and bah SACKs and
NAK s generated from the base station do not provide this.
All these issues led us to investigate dternate protocols;
what foll ows is one such scheme.

3.2 Using Explicit Loss Notifications

Explicit LossNotificaion (ELN) is a mechanism by which
the reason for the lossof a packet can be communicated to
the TCP sender. In particular, it provides a way by which
senders can be informed that a losshappened because of
reasons unrelated to network congestion (e.g., due to wire-
less bit errors), so that sender retransmissions can be deu-
pled from congestion control. If the receiver or a base
station knows for sure that the loss of a segment was not due
to congestion, it sets the ELN bit in the TCP header and
propagate it to the source. In the situation at hand, this ELN
message is sent as part of the same wnnedion (and na in a
separate way, using ICMP for instance). This simplifies the
sender implementation as it recaves messages in-band.
ELN is ageneral concept that has applicationsin awide
variety of wirelesstopologies. In this dion, we describe it
in the context of data transfer from a mobile host conneded
to the rest of the Internet via acdlular wireless link.

The snoop agent running at the base station monitors all
TCP segments that arrive over the wireless link. However, it
does not cache ay TCP segments snceit does not perform
any retransmissons. Rather, it kegps tradk of holesin the
sequence space & it recaves data segments, where aholeis
amissing interval in the sequence space These holes corre-
spond to segments that have been lost over the wirelesslink.
However, it could also be the case that the packet was lost
due to congestion at the base station. To avoid against
wrongly marking a amngestion hde & having been due to a
wireless|oss, it only adds ahole to thelist of holeswhen the
number of packets queued onthe base station'sinpu inter-
faceis not close to the maximum queue length.

When ACKs, espedally duplicate ACKs, arrive from the
receiver, the agent at the base station consults its list of
holes. It setsthe ELN bit onthe ACK if it corresponds to a
segment in the list before forwarding it to the data sender. It
also cleans up all holes with sequence numbers gnaller than
the aurrent ACK, since they correspond to segments that
have been successfully recdved by the recaver. When the
sender receives an ACK with ELN informationin it, it
retransmits the next segment, but does not take any conges-
tion control adions. The sender also makes sure that eadh
segment is retransmitted at most once during the curse of a

single round-trip, as the snoop agent would flag an ELN for
each duplicae ACK following aloss

3.3 ELN Implementation

We need to make modificationsto bah the base station (BS)
and the mobile host (MH), which is the TCP sender. Fixed
hosts in the rest of the Internet are unchanged.

Data structures. At the BS, the snoop agent deteds holes
in the data transmission from the MH. The basic data struc-
ture used for this purposeisalist of blocks, or maximal con-
tiguous sgments of data spedfied by a starting sequence
number and size. Gaps between blocks correspond to miss-
ing segments in the transmission sequence. At the MH, a
new variable is added to the mnnedion’s TCP control block
to keep track of the last ELN-triggered retransmission.

Data path: When new data arives from the MH, the agent
attemptsto coalesceit with an existing Hock and chedksif it
bridges a previous hole. A new data segment that is out of
the normal increasing sequence gedes a hole, becaise seg-
ments in between have been lost. We ensure that every hole
was the consequence of a corruption-induced loss and rot
caused by congestion. Congestion-induced losses can occur
in two ways — due to the base station’s input queue over-
flowing, or due to the mobil e host’s output queue overflow-
ing. Piggybadcked onead packet from the MH is its
instantaneous output queue length, which the base station
can useto classify ead loss it deteds. When a new, out-of-
sequence padket arrives at the BS, the snoop agent chedks
the sizeof itsinput queue and gets the size of the MH’s out-
put queue from the padket. If either of the instantaneous
gueue sizes is above acertain threshold of the maximum
(setto 75% in our implementation), then thislossis not con-
sidered as one due to corruption. Because the agent should
only flag ELN information for those losses that were unre-
lated to congestion, the implicitly maintained list of holes
should only include padkets lost due to corruption.

ACK procesdgng: Whenever an ACK arrives at the BS, the
agent updates the list of blocks by cleaning up al blocks (or
parts of blocks) that have been adknowledged so far. It also
chedksif the ACK correspondsto ahole, i.e., if the next seg-
ment in sequencewas lost due to corruption on the wireless
link. It does so by comparing the ACK to the sequence num-
ber of the ealiest block currently initslist for that conrec
tion. If the value of the ACK issmaller, it setsthe ELN bit in
the TCP header, modifies the TCP ched<sum, and forwards
the ACK on to the MH. Because there is currently no spe-
cific bit in the TCP header for ELN, we use one of the unre-
served bits for this purpose. Note that while ELN marking
happens most often for dupicate ACKs, it can (and daes)
also happen for new ones. However, it does not happen
when the list of blocks is empty, because there is no way the
agent at the BS can know if any further data has been trans-
mitted by the mobil e host.
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Figure 2. Throughput of TCP Reno and Reno enhanced
with EL N across arange of exponentially distributed
bit-error r atesfor transfersfrom a mobile host.

When the MH receives an ACK with the ELN bit set, it
retransmits the missing padket and updates a variable
(eln_last_rxmit) that keeps track of the last ELN-induced
retransmisson. This ensures that the MH does not retrans-
mit the same padket on every ACK with ELN that it recéves
viathe base station; thus, the retransmission policy is left to
the end-host, and the base station oy conveys relevant
information to it. The TCP stack at the MH uses a @nfig-
urable variable, eln_rexmt_thresh, to determine when to
retransmit a segment upon recaving an ACK with ELN set.
Upon recdving eln_rexmt_thresh ACKs with ELN, it
retransmits the missing segment. In our implementation and
experiments, we set itsvalue to 2

When the MH retransmits a segment based on ELN infor-
mation, it does not reduceits congestion window and per-
form congestion control. It also bypasses the fast recovery
code that inflates the congestion window for every duplicate
ACK. Finaly, we note that these actions are taken only for
duplicate ACKs with ELN, and na for other duplicate
ACKSs that signify network congestion.

3.4 Performance

We performed several experiments to measure the perfor-
mance of data transfer from the MH to the FH. These
results, measured acrossa range of exporentiall y-distrib-
uted hit-error rates, are shown in Figure 2. As before, there
are significant performance benefits of using the snoop pro-
tocol coupled with the ELN mechanism in this stuation.
These measurements were made for wide-areatransfers
between UC Berkeley and IBM Watson, aaoss one wireless
WaveL AN hopand 16 Internet hops. At medium to high
error rates, the performance improvement due to ELN is
roughly afador of 2. At lower error rates, TCP Reno per-
forms quite well as expeded, and the benefits of ELN are
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Figure 3. Topology for data transfer over a cdlular
wirelesstransit link.

not as pronounced. The main advantage of ELN is that it
helps maintain alarge TCP congestion window even when
wireless error rates are high, reading only to congestion.

Whil e the relative performanceof ELN isabout 100% better
than Reno at high error rates, it is not as high as the relative
improvement for the FH to MH case using the Snoop proto-
col. The reason for thisis that the Snog protocol performs
quick locd recovery in addition to shielding the sender from
congestion. On the other hand, loss recovery with ELN is
due to TCP retransmissions alone. When multiple losses
occur in awindow TCP with ELN incurs a carse timeot,
leading to “only” a factor of two improvement in through-
put.

3.5 Cedlular Wireless Transit Links

The ELN-based approach presented above for improving
end-to-end performance dso generalizesto cdlular wireless
transit links where the TCP ACKs traverse the same base
stations as the data padkets on the forward path. Consider a
connection over one &l ular wirelesstransit link and other
wired links, as shown in Figure 3. Suppose aloss happened
due to corruption over the wireless link. In this case, the
agent at base station A would have seen the padet, while B
would not, so the padket gets added to B'slist of holes using
the same dgorithms as in Sedion 3.2. When dugdicate
ACKs arrive for the missing packet at B, its agent sets the
ELN information kit and propagates it towards A. Since A
originally saw the padket (it isnot in its list of holes), it
infers that the padket was obviously lost over the wireless
link and simply lets the ACK go throughto the data sender
with the ELN information set on it. Of coursg, it is possible
to deploy a snoopagent that caches and locally retransmits
padkets at A in this topology. In this case, the agent also
suppresses duplicate ACKs for corrupted packets, as
described ealier. It is important to note that local retrans-
missions from the snoopagent at A now happen orly upon
duplicate ACKswith ELN set.



