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Abstract— We consider the problem of network coding across  may have to be treated as separate commodities (where a
multiple unicasts. We develop, for wired and wireless networks, commaodity is a class of packets that are treated interchange
off-line and online back pressure algorithms for finding approx- ably from the standpoint of scheduling, routing and coding

imately throughput-optimal network codes within the class of - . .
network codes restricted to XOR coding between pairs of flows. decisions, without affecting the throughput of each segsio

Our online algorithm incorporates real-time control signaling ~Secondly, a poison packet is removed by its corresponding
with delays, and random exploration approaches for reducing remedy packet when they meet at any node in the network,

computation. unlike the no coding case where all packets of a session
are removed independently at a fixed location. Consequently
the choice of how different commodities are defined has

I'n this paper we consider nerqu coding across mult'plﬁnportant bearing on the optimality and complexity of the
unicasts, using the class of pairwise XOR codes mtroduceaqgorithm

in [12], [13] for wired networks. While this class of codes
is not optimal in all casés it covers a substantial number A. Other related work
of common known cases inc[uding “reverse carpooling” gnd For brevity we do not list many other works on network
two-flow “star coding” for wireless networks [6]. In this coding and on back pressure technigues in networking, but
class of codes, network coding is limited to XOR codingnention here a few that are most closely related to this
between pairs of uncoded packets. Two uncoded pack&fgk. Back pressure has previously been applied to mutticas
of different sessions can be coded together to forfoimt  nepwork coding [8]. Opportunistic XOR coding is proposed
poisonpacket in order to share capacity on one or more hopg, [9]. A more general approach for multiple unicast network
The joint poison packet is subsequently replicated to forgyging based on state space realizations is given in [13].
two identicalindividual poisonpackets whose routes branchcgnstructive XOR coding across pairs of unicasts is con-
(diverge). These are met by correspondiegnedypackets  sidered in [13], [15] using a linear optimization approach.
and decoded to form the original uncoded packets. DeCOdﬁ%ependent work by [7] also considers back pressure for the
packets can be subsequently re-encoded. same problem; while their algorithm superficially reserable
We consider the problem of constructing throughputyrs it differs in a number of significant aspects. For
optimal network codes within this class on wired anqnsiance, [7] defines commodities solely by their destirati
wireless networks. In an off-line setting we develop, for &nq multicast group (poison flows are multicast), i.e. aheac
given network and communication demands, a combinatorighge, packets intended for a particular destination ndde
approximation algorithm that finds a solution for the proble \\inin a multicast groupD are placed in a queu@ﬁ.d’D).
with rates (r.) if there exists a solution for the problem\ye gefine commodities quite differently, as described in the
with slightly higher rates((1 + 2¢)r.) for any e > 0. In following sections. In [7] a coding node remotely chooses
a dynamic online setting, we incorporate real-time contrghe remedy origination locations as well as the decoding
signaling with delays, and approaches for reducing COMPyscations based on the queue lengths at these locations; in

tation through random exploration of the optimization $pac o gigorithms the decoding locations are not predetemhine
Our approach is inspired by back pressure techniques Origy the coding node but are chosen locally.
inally introduced for the multiple unicasts problem wittou

coding [1], [14], which maintain a queue for each session’s Il. PROBLEM STATEMENT AND DEFINITIONS

packets at each node, and route based on queue gradients that ynjcast sessions are transmitted over a network repre-
form by the addition of packets to sources and their removaknted as a directed gragh= (N, £) of N = |A| nodes
from sinks. Extension of this approach to incorporate c@dingng 37 = || links. We refer to a unit of flow as a packet.

is not straightforward due to some significant complicating The off-line version of the problem specifies the demanded
features. Firstly, since the path taken by a packet affeciymmunication rate.. for each session=1,..., K, and a

its future coding possibilities, uncoded packets of the&amet of link rates (in the wireline case) or link rate consttsi
session that have arrived at the same node via differens pafty, the wireless case). A solution specifies different types
packets and the average rates at which they are transmitted,
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In the online version of the problem, the instantaneous
source arrival rates and link capacities/constraints naay v /
ergodically. For simplicity of exposition we assume that th S
channel and arrival processes are independent and idgntica UAv)  uBad)
distributed across time slots; a straightforward geneatibn S
to ergodic processes is possible using a similar approach as B AB)
that in [11]. Here we give a dynamic policy that depends on "‘“g”""”
the state of the network. oAty PBa

In both cases, we show optimality of our algorithms by
comparison with an assumed, but unknown, pairwise XOR- /
coding solution. A solution is made up efementary flows o
such that all packets in an elementary flow undergo the same Rove
routing and coding operations. Each elementary flow hasry. 1. lllustration of commodities in off-line case. The diien of the
set of links comprising a singlerimary path from s. to poison flows (labeledP) is the reverse of their physical (causal) direction
d. and a remedy path associated with each node at WhICHm the canonical butterfly example.
decoding occurs.

RcvA

Il. OFF-LINE PROBLEM « if e is the virtual source link for session, P, =
A. Commodities (Ue,Ugs)
We define a number of commodities, each with its own * if e is a real link (a,b) € L, P =
conceptual “queue”, at each nodte {Uer, Uug), (Ug", Ug?), (,Pz;{c’c b, pleehy,
« Uf: uncoded session packets also stored at node (P9, Pec'd), (RET, R )}
. {cc}a - joint poison packets from sessions”’ coded o if e is the virtual codirjg link at nodez, P. =
at node;j meant for both sinks {({Ugv,Ug v {R%'@, RE ca}) et dia M/}
. P“’J. individual poison packets from sessiomrsc’ o if e is the virtual decoding’link at node, P.
coded at nodg meant for sinkd, {(Rgc'j’{ch'j,Ugj}) Cetdiat
. R“” remedyfor session packets that has been coded , if ¢ is the virtual® branching link ata, P. =
with session” packets at nodg {({Pcc’j peeiy, P{c,c’}j> et ra j}

B. Modified problem Packets are removed from queues’, PC I, and P} R
Off-line, we can reduce complexity by considering a A solution is specified by giving the average transmission
modified problem which reverses the direction of the poisorate across each pai©, D) € P,, e € L.
flows while not changing the link capacity usage. Thus i
any solution of the modified problem can be translated ty- WVireless case
a solution of the original problem and vice versa. Wireless broadcast links are denotgd Z), wherea is
In the modified problem, coding two uncoded packet$he originating node and is the set of destination nodes.
p1, p» together produces two remedy packets, each at sori8e network connectivity and link transmission rates depen
node previously traversed by, p» respectively. Each rem- on the transmitted signal and interference powers acagrdin
edy packet is transformed bydecodingoperation at some to some underlying physical layer model. For simplicity, we
node into an uncoded packet and an individual poison packegnsider a finite s/ of sets of simultaneously achievable
Two individual poison packets can be transformed by #nk rates (transmission scenarios). We denote(hy ) .,
branchingoperation into a joint poison packet, and all poisorthe capacity of link(a, Z) in setu € U. A solution to the
packets are removed at their original coding node, as showultiple unicasts problem consists of a convex combination
in Figure 1 and described formally below. of sets ini/, which gives a set of average link capacities
For each link(a,b) such thatC,, > > _r., setC,, achievable by timesharing, and a network code that operates
to > .., and letC, be the larger of the total incoming over the network with these average link capacities.
capacity and total outgoing capacity of each nade N. In the wireless case, the virtual links are defined exactly
At each source node, we define two additional queues: aas in the wired case. A branching operation can also
source queud’® and an overflow queu& . We also define occur over a real wireless link, taking advantage of the
a number of virtual links: at each source nogea virtual broadcast medium. For real wireless links Z), P, z) =
source link of capacityC,, from U to U, and at each {(Uw Ug). (U Uca)7 (plfc*cl}j,Rijc'}j% (P9, pec'dy,
nodea a virtual coding link, a virtual decodmg link and a (Rccg Rcca) (U, Ugh N, ({P,f"”j,P,j'Cj},PjC’c,}j) LA
virtual branching link, each of capacity, /2. Each real and .. b£ Vb Y € Z)
virtual link e is associated with a transmission $&tof pairs
(O, D) such that packets from each queue in the@aire IV. OFF-LINE ALGORITHM
transformed into an equivalent number of packets in each We consider all queueg<’, U¢, R, P<“'J to be asso-
gueue in the seb via e: ciated with sessiom. We consider each joint poison queue



Pj{c’“/}j as a pair of queues, one associated with each sessior2) For each real and virtual link flow is pushed for zero

c and ¢/, such that any amount added to (removed from)

Pj.{c’c,}j means that the corresponding amount is added to

(removed from) each of the pair of queues. All flows of
packets occur between queues of the same session.

The algorithm is defined in terms of two parametéfs
and L, which can be interpreted in terms of a flow solution
as follows. Running the algorithm for a particular choice
of H and L yields a solution if there exists any (pairwise
XOR-coded) flow solution in which each elementary flow has
at mostH real links and undergoes coding (and decoding)
at most L times. Note thatH > L in any solution;
the complexity of finding suitable values fdi and L is
discussed in Section V-E.

The overflow queue for each sessierhas a potential
a.le* B that is a function of its length, where

€

8F'r,
2H + 7L + 2,

1)
)

and B is a constant that will be defined later. We divide each

o%

F

other queue into subqueues, one for each link for which it
is an origin or destination. In the wireless case, we assume

or more origin-destination paif®, D) € P, such that
the total amount pushed is at most the link capa€ity
Specifically, initializeC' to C, and repeat

« Choose the paifO, D) € P, that maximizes

wop) = Y dulg)— Y d.lg). (3
QeO QeD
Let
C' = mi C, i bo — |9,
( Juin (b |Q>>

whered, is the change irdg since the last update
of Ig. SubtractC” units fromC, subtractC’ units
from [ for each@ € O and add unit€" to I, for
eachQ € D. For@ € (OUD), if C" =bg —|dg],
updatel,.

o If C =0 then end.

3) Zero out all subqueudss”, P]‘?’Cj and Pj{c’c/”.

4) For each queue that has at least one subqueue whose
actual length has changed during the round, reallo-
cate packets to equalize the actual lengths of all its
subqueues. If the actual length of any subqueue has

that each node broadcasts one message at a time and receives changed by at least one block since the last update of
one message at a time, so for each queue only one origin its approximate length, update its approximate length.
subqueue and one destination subqueue are associated witivhen the amount of flow remaining in the network queues
(any number of) real links. Each subque@éhas a potential is an e-fraction of the total amount that has entered the

de()(lg) = e“«@!'e that depends on its lengtly and its

network, the flow values for each link are averaged over

sessionc(Q). For notational simplicity, we will abbreviate all rounds to give the solution.

subscriptse(Q) as subscripts).

Flow entering or leaving subqueues associated with seS: Wireless case

sion ¢ is partitioned into blocks of sizé. = (1 + €)r..

The algorithm is the same as for the wired case, except

Besides its true length,, each subqueu@ has an approx- for Phase 2, which is as follows. For each virtual linklow
imate lengthl, that is an integer multiple of the block size.is pushed for zero or more origin-destination pdifs D) €
The approximate length of a subqueue is updated only whén. exactly as in the wired case. For each real link=
its true length has changed by at least one block since tle, Z), flow is pushed for zero or more origin-destination

last update of its approximate length, as foIIov[/@: is set
to kby wherek = {%J

ork = H—ZW + 1 if @ is a destination subqueue. Between
updates/q andlq, satisfylg —3bg < lg < lq for an origin
subqueue, ofp < lg < lg-+3bg for a destination subqueue.

We denote byP, the subset ofP, consisting of pairs
(0, D) € P, satisfying

minlp > 0
QeO Q

max lo < Bro+In((L+1)p)/ag + 3bg,

wherep = max, r./ min. r..

A. Wired case

In each round, the algorithm carries out the following:

1) Add (1 + €)r. units to the overflow queu& of each
sessionc, then transfer as much as possible 16
subject to a maximum length constraint &f-. for
UC

pairs (O, D) € P. such that the total amount pushed is at
— 1if Q is an origin subqueue MOSt the average link capacity,C. ,, for some\,, satisfying

wert M S 1
Specifically, initializeT to 1 and repeat

« For each real link = (a, Z), let

We = max  wo p)
(0, D)ePe
(0c,D.) = arg max_ wo,p)

(0,D)EP,

wherew o p) is defined in (3). Choose the sete U
which maximizes

e

(4)

Let

T =min (7, min min
e: Ce u>0 QE(OSUDG)

bg — |5Q|)
Ce,u

where éq, is the change ing since the last update

of lg. SubtractT” from T', and for eache, subtract

T'C.,, units fromig for each@ € O, and add the



same amount td for each@ € D,, updatingly if In((L + 1)p)/a.. For flows F¢ € G, let Q¢ be the

T'Ce o =bg — |0g)]. furthest downstream origin subqueueZj of length at

o If T =0 then end. leastBr.+1n((L+1)p)/a.; for flows F¢ ¢ G, let Q¢

Theorem 1 (Wired networks)f input rates (r.(1 + 2¢)) be the longest origin subqueue ff, (if there is a tie,
are achievable with pairwise XOR coding for some- 0, choose the furthest downstream). o
then the algorithm obtains a solution that achieves ratgs Initialize H as the set{, of all flows F7¢, initialize
in time Hi andH, as empty sets, and for eaetw, initialize

3 2 Qr¢ asqy,.
0] (N ME HlOQngog(NK) KL+ 1n E . « Phase A: Repeat
€ € c

Theorem 2 (Wireless networkslfinput rates(r.(1-+2¢)) — Choose 50319 flowr, < QCOH and remove fronH
are achievable with pairwise XOR coding for some- 0, all flows 7, such thatz,, shares a path segment
then the algorithm obtains a solution that achieves ratgs with 7;. Remove; from 7 and add it toH,.
in time — If there is no such flow remaining, end Phase A.

3 » Phase B: Associate with each flaf; € H a weight
o (NKHlog H(Nfg log(N'F) + [U4]) <KL +In (1))> . we, initially set to ¢ (US(t)). For each flowse, € H,
€

The proof is given in the following section. setZ; to be the set of subqueués; such thatry, is
the shared flow corresponding €g,, and either
V. POTENTIAL ANALYSIS — Q¢ is a remedy or individual poison subqueue
A. Flow solution-based algorithm whose corresponding branching link is/J‘Fﬁ and
whose corresponding coding link is RS, or
— Q¢ is ajoint poison subqueue whose corresponding
branching link is inF¢,.

Our analysis builds on the approach in [2]. We denote by
Q(t) the actual length of a subqueg@eat the end of Phase 1
of roundt¢. From [2], the increase in potential during Phase

1 is upper bounded by Repeat ,
. — Choose some flowF?, € H such that
S+ e (U()). (5) ) o )

We lower bound the decrease in potential during Phases 2 Q€T

and 3 by comparison with the potential decrease resulting

from pushing flow based on a flow solution for ratgés=

(1 4 2€)r.. This algorithm differs from the back pressure

algorithm only in the portion of Phase 2 determining the

amount of flow pushed for each pdi®, D) € P. of each ; ,

link e. — If there is no such flow, for eac¢, and each
Consider a flow solution for rateg.. Partition the flow o €1y set@;e to U, and end Phase B.

for each sessiom into elementary flowsF¢ whose size is  « Phase C: Repeat

* removeF¢, from H,
x remove any subqueues IF],?L'/ from Z¢ V ¢, n,
* set the weightw? of each flowF; € I¢, to

$e(@5(1))-

denotedf<. We say that a subqueue is in an elementary flow — Choose some flowF: € H such that the longest
F¢ if packets from that flow are transferred into or out of individual poison subqueue along one of its poison
the subqueue. Note that each flgh starts from queu&’®, segmentsp), is longer thar@Q:¢, and the entire joint
which consists of a single subqueue, and that 3" f<. poison portion of that segment together with the
A subqueue inF;, is considered upstream or downstream of branching link are not in the corresponding shared
another according to the direction of flow in the modified flow. SetQ:° to @ and remove fron¥¢ all but the
problem defined in Section 1lI-B. An elementary flow may portion downstream of).

be truncated by removing from it all links and subqueues — If there is no such flow remaining, end Phase C.

upstream or downstream of some subqgueue in the flow. Two Observe that:
such flows are said to share a path segment if they are coded At most . flows are removed by each flow @, and
together in the flow solution and contain at least one real or

virtual link in common. ¢e(Bre +In((L + 1)p)/ac) > (L + 1) max ¢ (Bre)
Phase 2 _of the flow solution-base_d algorithm consists of a > (L + 1) max ¢ (U°(t) @)
preprocessing part and a flow pushing part. c
1) Preprocessing procedure: o fC = fc forall F¢ and F¢, that share a path segment.
« Initialization: « At the end of the preprocessing procedure,
Remove from eaclF; any portions that are downstream e . . .
of a subqueue) in F¢ for which g < 3b.. Note that 2 Z ¢ (D) fr = Z ¢e(@r (1) f- (8)
all subqueues of each queue have been equalized in Fren Faen
Phase 4 of the previous round. Lgte the set of flows To see this, note that at the end of Phase B there is a

F¢ containing some subqueue of length at le&st + one-to-one correspondence between fldtise H for



which Q¢ # Q¢ and eIementQC in the setsIC of
flows ]—‘g € H. For each}';;, € H, by (6),

C/ Cc
wt, > E —wf).

Qseze,

o Case 2: Both subsets contain the same portion of the
joint poison path segment. Puglj units throughS, U
Ser.
Next, for each subsef of someF;¢ that does not share
any path segment Witlﬂ-";;,“/ for all ¢ # ¢,n’, we have the
following cases:

o Case 1:Q:¢ is an individual poison subqueue ifi.
Phase B of the preprocessing procedure ensures that

Multiplying by f$ and summing over a n/ € H, and
noting that at the end of the preprocessing procedure

e(Qr7(1) = wr, ©) Q:¢ is the longest individual poison subqueue]ﬂj?'.
gives (8). Pushf¢ individual poison units througls.
« Phase B and C maintain the invariant « Case 2:Q7¢ is a joint poison subqueue ifi. Push f7
joint poison units along the path i downstream of
Yoownfrz > U (10) Q.
FaeH Fr€Hz « Case 3:Q;° is a remedy subqueue ifi. Phase C of

the preprocessing procedure ensures gt is longer
than all sessior: individual poison subqueues along
the primary path ofS. Pushf¢ remedy units alongs
through the decoding link ai(S), and f¢ individual
poison units along the primary path &t

« Case 41):¢ is an uncoded subqueue or is notinPush
f& uncoded units along the primary path &fstarting
from its longest session uncoded subqueue.

Note that flow is pushed only from origin subqueugs

for which lg > 3bg = lg > 0, and only to destination

subqueues) for which i < Brqg + In((L + 1)p)/aq =

lg < Brg+In((L+1)p)/ag + 3bg.

whereH, is the value ofH at the start of Phase B. The
invariant holds since both sides are equal at the start of
Phase B, and the left-hand side is monotonically non-
decreasing. From (7), (9) and (10), at the end of the
preprocessing procedure we have

> @

fﬁE(HlUH)

e (11)

PRCACK G

FL€Ho

2) Flow pushing procedureFor each flowr: € H; UH,
let 7' be the portion ofF¢ downstream o€)’c. Partition its
links into a seG“ of subsets. Each of these subsgts G*¢
may be

« a path from@Q:¢, if it is a poison subqueue, to its

associated coding nodgS)

« a path fromQ:e, if it is a remedy subqueue, up to and The decrease in potential from pushirfgunits across

including its associated decoding link at nadgS), and a link from a setO of origin to a setD of destination
the associated poison path fron{S) to its associated subqueues is at least

coding nodeu(S) via the branching link at nod&(S),

B. Potential decrease in Phases 2 and 3

« a path associated with uncoded flow ending in sink node
d., or

« a path associated with uncoded flow ending in a coding
link at a nodex(S), together with the associated remedy

> (Feqle) — FPé5(e)

QeO

=Y (fenle) + FPeblq + 1))

QeD

path up to and including the decoding link at a nodgynere;, denotes the initial length of each subquede
w(S), and the associated poison path framo a via 1) Flow solution-based algorithmwe denote by (F¢)
the branching link at a node andD(F°) the sets of origin and destination subqueues of a
Note that each subset starts eitherHf or at an uncoded f|ow Fr¢, and byO. . and D, . the sets of session origin
subqueue. and destination subqueues of a link For each subqueue
The flow solution-based algorithm pushes flow as followsg), denote byf,, the total flow out of@ (if Q is an origin
First, for each pair(Sc,Sc) € G° X Gx' that shares a subqueue) or inta) (if Q is a destination subqueue) in the
path segment, note thal; = f¢, and that Phase B of the flow pushing procedure of the flow-solution based algorithm.

preprocessing procedure ensures that both subsets oemeithhe potential drop over Phases 2 and 3 in the flow solution-
contains the coding link; in the latter case both or neitheased algorithm is at least

contains the branching link. Thus, the following are theyonl

two cases: , o
« Case 1: One of the subsets, sy, contains both the Z Z (fadLllo) = fodc o + fo))
coding link ata(S,) and the branching link a(S.), ©¢ \@EOee
while S, contains the coding link but not the branching
link. Phase C of the preprocessing procedure ensures Z fQ e(lg) +fQ¢"(lQ +fQ)))
that all sessior individual poison subqueues along the Q€Dc,c

£ units throughS,. U S./, pushing session individual Z
poison units through the joint poison path segment. Fre

> (@) — fedllo + f2)

joint poison path segment are shorter th@jf. Push
QEO(Fre)



C. Overall potential change and number of rounds

The potential does not increase during Phase 4. Thus, from

(5) and (13), the overall potential decrease during the doun
Since all subqueues of each queue have been equalizedgnower bounded by
Phase 4 of the previous round, and since each ¥

- Z f'rcz (¢:(ZQ)+fC¢Z(lQ+f()))

QED(F}¢)

€ C
has one origin subqueue of leng€r<(¢), at mostL + 1 > re ((5 - 62) QL (U(t) = (L+1)(1+ 26)9252(33%))
destination subqueues each of length less tian and a ¢
total of at mostF' subqueues, this potential drop is lower- = ZTC (f - 52) oL (UC(t))
2
bounded by c
€ 3e(1+e)
ch C *c (L + 1) Qf)/p(?)bc)) — (L + 1) (1 + 26)87Fe SE
Fre(rhH) If U¢(t) = Br. for somec, then the decrease in potential is
= > FLLSLQ () + fo) at least
FeeH r. (E _ 62) Cb/c(Brc) _ K(L + 1) ( + 26)ie3e;1;e)
_ Z Fefod) o/ Qc( )+ £) 2 . N 8F ¢ sien
FeeH :rcac(§—e)e g ‘—K(L+1)(1—|—2€)87F€ SF
From (1), we have which is non-negative if
Ffgl(l+f.) < Fl+2)regl(l+ (1+2€e)r.) 1 K (L+1) (14 2e)
2 149 Br., = —1 3b,
= F(1+ 2€)r.alexeltaciton. Q. €(1 —2¢)
= F(1+26)r.a.e” (1+25)rc¢’c(l) - o <11n <KL)>
€(1+ 2¢) e(1+2e)¢, 0) Qe €
= ————e B8F .
) 3 ¢ If U<(t) < Br. for all ¢, the overflow queues are empty and,
< ed(1)/4. (12)  since there ar®(N M K) session= subqueues (in the wired
This yields, using (8), the following lower bound on theC2Se: 0©(N2K) in the wireless case) each of potential less
potential drop: than
Z — (L +1)¢.(3b)) ¢e(Bre +In((L +1)p)/oc + 4b.) = © (LPG%F) )
(HluH) the overall potential in the system at the end of the round is
=Y fLedl (@) /A= D fregn(QL(t)/4  atmost
FeeH, FeeH ("‘) (NMKszGW)
> ZTC (( + 2= ) PLU(L)) By induction, this is also an upper bound on the total
potential at the end of every round. The length of the
— (L +1)(1+ 2€)¢2(3bc)) (13) overflow queue for sessionis thus never more than
2) Back pressure algorithmif the block sizeb. were 0 NMK?Lpesr _0 NMK?Lp
infinitesimally small rather tharfl + €)r., thenlg = lg ace% o,

and the procedure in Phase 2 of the back pressure algorlthmd h | ;
would give, for each linke, the maximum possible poten- and the tota un2|ts or sessianis at most

i i iqin- NMK-L

tial decrease from pushing flow for zero or more origin O( P + NMK(Br, +ln(Lp)/ozc—|—4bc))

destination pairO,D) € P. such that the total amount o
ushed is at most the link capacity,. Sinceb., = O(r, .
o el G G 0))
€
AL+ 0O(r.)) — ¢L(1) < O(re)dl (1 + O(re)), Thus, at most
the back pressure algorithm achieves, for each linka 0 (NMKH (KLp+log (1)>>
potential decrease of at least that achieved by the flow € €
solution-based algorithm minus an error term rounds of input flow for each session remain in the network
at any time. For
> O(fer)égliq +6(re)) Y I 1
QE(OeUDe) t=0 (2 (KLp + log ()))
where fo is the amount of flow added or removed from € €

Q in Phase 2 of the flow solution-based algorithm. Sincéhe amount for each session remaining in the network is at
fo = ©(rg), decreasing each,. by some constant factor most a fractione of the total amount that has entered the
ensures that (13) applies to the back pressure algorithm. network up to round.



D. Number of operations if h <[, otherwise we use the sequence

In each round, at each node pushing flow across links  (H, L) = (22,24, (2&+1 2Ly (2B, 2LF1),
results in a total decrease of at ma3{C,) in the actual (2g+27 ol
lengths of origin subqueues and a total increase of at most
O(C,) in the actual lengths of destination subqueues. The
total change in subqueue lengths from rebalancing is ngherei,, = | (h+n—1)/2]. From (14) and (15), the total time
more than the total change resulting from pushing flowor finding a solution, if one exists, is a factor 6flog H)

across links. Thus, at mos2(/V.D) approximate subqueue higher than if the optimal values dff and L were known
lengths in the network are updated in each round, whefg advance.

D =% ,cn Co/(Nmin.r.). Assuming the subqueue dif-
ferences computed by the algorithm can be stored, only those VI. DYNAMIC ONLINE SETTING
differences involving subqueues whose approximate langth Qur off-line algorithm can be readily adapted to a dynamic
have changed are recomputed. online setting if we assume a separate low-rate channel for
For each real and virtual link, the values ofw p)y, control information, i.e. queue length updates and reguest
defined in (3), for pairfO, D) € P, are stored in a sorted for remedy packets. Unlike off-line where we could change
list. For a coding link, this list has lengt(N?K?), and a flow directions, in the online case we are constrained by the
change to an uncoded subqueue’s approximate length affeatsual directions of flow of packets. Thus, we do essentially
NK entries, requiringO(N K log(NK)) operations. This the reverse of the off-line case: instead of having remedy
is the worst case complexity for updating any approximatgenerate poison en route to the coding node, in the online
subqueue length. case we have poison generate remedy (remotely, by means
Thus in the wired case each round has complexitgf a remedy request) as it travels away from the coding node.
O(N?KDlog(NK)), and the algorithm has complexity

1o (NSMK2HfIOg(NK) (KLp+log C))) . (14)

€

(2ﬁ+2—i2 , 2£+i2)’ o

geeey

)
(2ﬁ+n7 2L)7 e (2@-‘:—n—in , 2H—in)7 e (F, Z)

In the wireless case, assuming that for each wireless
(a,Z), |Z] = O(1), updating any subqueue’s approxima
length similarly requires at mosD(N K log(NK)) oper-
ations. A furtherO(|U{|) operations suffices to update tt
values ofy, and find the maximum among them.

Thus, each round has complex®(N D(N K log(NK)+
|]), and the algorithm has complexity

o <N3KHD(NK lzog(NK) + [u]) (KLp +log C))lz '

€
) Fig. 2. lllustration of commaodities in online case

E. Choosing parameterd and L . . . . .
gp We further consider two practical issues. The first is

Appropriate values for parametefs and L can be found delay in transmission of control information. The effect of
as follows. Let 4 be the maximum over all sessions ofold information in queue length-based algorithms has been
the minimum source-receiver path length for a session, amdnsidered in a number of settings: infrequently updated
H and L upper bounds on values of interest féf and or delayed queue length information can be detrimental in
L respectively. Define L = log(1/e)/Kp, h = [log, H]  multi-server systems if arriving tasks choose the apphrent
and! = [log, L|. We run the algorithm for the following least loaded server [10]; infrequently updated infornmatio

sequence of values does not affect asymptotic stability of back pressure multi
W oh il ohat Lo 1 o hop routing [11]; infrequently updated or delayed informa-
(H,L) = (2%,2%), (27,2%77),..., (25,29, (27,2, tion does not affect asymptotic stability of joint schedgli
(25+2 2h, (2“1, L) (L3 by (2L+2 oltly and congestion control where each flow has a single specified
(b4 oby . (2L2 olt2) route [16], [3]. We extend the results of [11] to back pressur
(2l+n s . (QHnL Ln/QJ, QH’ 072y @I network coding when control information is transmittedtwit

delay T'. Second, in distributed real-time applications the
amount of computation at each node is often limited. Thus,
3 LT T P H . . . . . .

In the worst-caseff and L, can be(n), e.g. for two source-sink pairs gyr dynamic algorithm is essentially a simpler version of
communicating in opposite directions from either end of a @8 network f-li | ith Itis abl bili I e
consisting of a line of nodes, but in general for large neksathey are our ofi-line algorit m'. _t Is able to stabilize all queuest
significantly smaller. network for any stabilizable set of exogenous source rates,



but requires more rounds to converge to(ant ¢)-optimal (0,D) € P, that maximizes

average solution. Computation can be further reduced by
adapting the algorithm to optimize over a subset of coding wo,p) = Z ¢ (QE-T)") - Z ¢ -7)7)
options, which may be discovered by random exploration. Qeo Qeb

In the online version, we assume that each node has = Z(Q(t_T)ﬂ - Z(Q(t_T)Jr)
a total incoming capacity and a total outgoing capacity Qeo QeD
of at mostyu. Instead of source queuds® at the source Transfer across the chosé@, D) pair, at the instanta-
nodes, we have “unaffiliated” uncoded queués at each neous rate of link, up to the amountaxgeco Q ().
node: (in addition to uncoded queud3/’ that are “af- If one of the chosen input queues of a coding link
filiated” with node v). For a coding linke at a nodej, is or becomes empty while the other is not empty,
Pe = {({Ug, U™}, PL“ ")}, corresponding transmis- coding produces degenerate poison packets. These are
sion rates are denoted <% 4 For a branching linke at treated as normal poison packets by the back pressure

, . {ev,cv'} [ pev’ pviy- . except that branching transforms each such packet into
a ”Ode.% Pe ={(5; AP C;fiv,}})}’ correspondllng a single individual poison packet which subsequently
transmission rates are denoteél %7, For a requesting requests a dummy remedy packet for “decoding”.

link e at a nodek, P. = {(P{"', Rif)}; the corresponding  2) Remove all packets from queuss , U
transmission rates are denotef and the transformation  3) Add s, units to the source quUeuds .

is done by means of a remedy request sent fiorto ' 4) After completing steps 1-3 at timg + 7')~, for each

on the control channel. For a decoding liakat nodek, sessione, transfer packets between the source queue
P. = {(R¢*,Ug)} and the corresponding transmission rates Ue and the overflow queu&® of each session, so

are denoted}. All virtual links have capacit;u/Q. For areal as to maximizel/¢ (t*) subject to a maximum length
link (a,b) € L, P, consists of pairqUs, Uy) (rate de- constraint ofV/.

notedvg,), pairi(yc‘f: }U {)cgr?tue}y palrs{(gcc f]} ) (rate  Theorem 3:If input rates(r.+¢) are achievable with pair-
Xap): PAIrs ( By (rate m, ), pairs  wise XOR coding for some > 0, then the online algorithm

Pei P (rater®), and pairs{ RY Rcy) (ratepcl). Fora with V' = 342 (2.25N2 + 21.25N + 6.25K) T'/2¢ stabilizes
wireless link(a, Z), the transmission set contains all pairs mhe system for rategr). .

’ {cv,c'v'} Proof: Define total potentialL.(t) = >_ Q(t)?

Plas),b € Z as well as pairg Ps AP, PgvY) and QeQ

(a,0)> ) b 23" VU,.(t), whereQ is the set of all queues in the network
(Ué:anc ) whereb, b € Z. Our subsequent developmentapart from the overflow queues. Note that by arguments
is for the wired case; extension to the wireless case imilar to those in [8], step 4 does not increase the total
straightforward. We denote 19y, the subset of, consisting potential L(¢), so we focus on the change in potential across

of pairs (O, D) € P, satisfying steps 1-3.
The queues evolve according to
glgle < 2V(L+1). Qt+T) <max{Q(t) —Tyg , 0} + Txg
where
where V' will be defined later. Queues and links are illus- . c c
trated in Figure 2. yug = Zb: (Vs + Xia)
In the online case we do not divide queues into subgueues. . =5,
. . . . . (& C >
We assume that control information is transmitted with a Tug = ZVM- T +{ 0 Hg 5e
delay of less thanl’ and that time is slotted with time
slots of duratiorT". This allows a remedy transformation to yuer = Z A fevie’
occur within a time slot , and allows back pressure control e
decisions to be made based on queue length information " _ Zym n
. . . [Z ai X'Uz
from the start of the previous time slot. In the wired case, -
a decision is taken once every time slot to choose one pair _ Z fev. e’} | feve'v'}
(0,D) € P. to be served on each link In the wireless Ypfeverony = i
case, a transmission scenario is selected at the start bf eac "
i . o {cv v’} {cv,c’v"}
time slot and if the channel states change. Lplev.erory = Z + Z%
In each time slot¢, t + 77, the following steps are carried ) oY
out: Yper = Z Ty 4 kY
1) For each real and virtual linle, choose the pair B = Z”w t o {w o'}
4Note that the joint poison queues have one more superscaptiththe Ypes = Z Pip T TI{Z_J}

off-line case, owing to the direction of poison flow.



xR;:]

E cj ci
p(LZ + K:
a

’ ’ / /0y
cv cv cv {cv,c’v"}
E Ty TR = E Ty +0;
b a

and the time index(t) has been omitted from the flow > pff +nf_jy = > pi+ > K
b a

variables for brevity.

Let ¢ andyg be the total allocated flow rate into and
out of queueR respectively, and); the set of all queues at Z
nodei. Squaring and summing over all queues, and dropping ¢

some negative terms from the right hand side, we have

E{L(t+T)-L(t)} < BT* - 2T Y Q(t) (—zq + yq)
vee (16)
where
B=7Y (¢5+v3)
QeQ
2
2
<3 X we) +X (ae)
ieN \QeQ; c
9 2
Z (ZmR7> + Z Z zQ
b\ e 1EN \ Q€Qi, QAU QRS

< N (Tu/2)* + K (51/2)* + N* (3p/2)?
= p? (2.25N° + 21.25N + 6.25K)

+(3p)?
(17)

(Z vy + v§b> + 3 (v +733)
,J

v

+ Z ﬂ_igv,c v'} < Ry

{cv,c'v'}

(21)

For a randomized policy which does power allocation and
scheduling based on this solution vectgranalogously to
the algorithm of [11], we have, from (20),

D=) Us(t—T)e

Next, we consider a slightly modified policy which does
not send to any queu@ for which Q(t —T) > 2V (L +1).
This ensures that all queues remain shorter tHaL +1) +
5u. As in the off-line case, we consider a flow solution which
we partition into elementary flows whose size is denoted
fe. A queue inF¢ is considered upstream or downstream
of another according to the direction of flow in the problem
defined above. At each time slét, ¢ + 7T'), we modify the
solution vector¢ as follows. Initialize’H as the set of all
flows ¢, andH, as the empty set. In the following, queue

(22)

Let Zq(t — T) and jo(t — T') be the average total flow length refers to length at time— 7.

rate into and out of queué respectively during the time
slot (¢t — T',t). We can rewrite) o, Q(t) (—2q +yq) as

>

—T)+iqt—T)T —go(t —1)T) (—zq + yq)

QeQ
> ) QUt-T)(~xq+yq) — BT (18)
QeQ
Substituting into (16), we have
E{L((t+T)")—L(t")} <3BT?—2TD (19)
where
> QU —T)(—xq +yo) (20)

Qe

If input rates (r. + ¢) are feasible with pairwise XOR
coding, there exists some valuge of the vector of flow

variables(v$,, . ..) satisfying:
oo e 3T ol <,
{cv,c’v’} {cv,c’v'}

S ORI <2, ni < /2
c,J c

Z zb+X1b ZVM‘H% {8C+6
Zl/ + Z {CU(U}_ZVM+XM

¢’ #c,v’
Z 7_‘_i{bcv,c v’} + U;fcv,c v’} _ {cu v’} n Z {cv v’}
b a v,v’

1= S

i # Se,d,

o Phase A: Repeat

— Choose some flow;; € H that contains some non-
joint poison queue of length at lea8V (L + 1)
or whose primary path contains some uncoded
queue of length at leag/ (L + 1). Let Q¢ be the
furthest downstream such queue fff,. Remove
from H all flows that share a path segment with
F:. RemoveF; from H, add it to 7, truncate
the portion upstream ap¢ and convert the portion
downstream of)¢ into an uncoded flow along the
primary path.

— If there is no such flow remaining, end Phase A.

« Phase B: Repeat

— Choose some flowF; € H that contains some
joint poison queue of length at lea®V' (L + 1).
Let Q¢ be the furthest downstream such queue in
<, and FC/, the other flow corresponding tQ¢.
Remove fromH all flows that share a path segment
with F¢ or ]—"C downstream ofQ¢. RemoveF¢
and F¢, from ‘H, add them toH;, truncate the
portion of each flow upstream @p¢ and convert
the portion of each flow downstream ¢f¢ into
an uncoded flow along its primary path. Any path
segment shared by a truncated portion and another
flow becomes an uncoded segment for that other
flow.
— If there is no such flow remaining, end Phase B.
« For any flow not in# U H; or any truncated portion
of a flow in H;, subtract the flow size from the
corresponding entries &f.



Note that the flow entering any queue of lengi(L + 1)

The algorithm also lends itself readily to other modifi-

or greater will be zero, and that this modification increasesations that reduce complexity by restricting the space of
D by the difference between the sum of the lengths of thgolutions. For instance, we can limit the valuestbfand L.
starting queues of the modified flows weighted by their floVe can also restrict flows of a session from travelling too
size, and the sum of the source queue lengths weighted by tlae away from the corresponding sink.

source rate, which is positive since each flow whose starti

queue has lengtBV' (L + 1)
2(L 4 1) removed flows of the same size.

or greater corresponds to most

4

Allowing more sessions to be simultaneously coded
This approach can be extended to consider coding together

Next, we consider the back pressure algorithm. We caiiore than two sessions, but at the expense of substantially

rewrite (20) as follows, omitting the time indexes T' from
the queue lengths for brevity:

D=Y" (Z ve, Us = Ug) + Y _vep (US" = US")
ab c c,v

higher complexity: more choices of which flows to code

together, more queues to keep track of the different com-
binations of coded flows, and more remedy flows (which

may be multicasts rather than unicasts). The complexity can
be controlled by considering restricted classes of coding
configurations, for instance, requiring remedies from adhr

+ > xan (U5 = U")

+ Z ﬂ_ilc)mc'v/} (chv,clv’} _ P[){cv,c'v’})
{e.c’}d

(1]

N ARV AR )

g (2]
+ Z ,yzj{cmclv/} (Ulcv + Uic,v/ _ Pi{c,c/}z)

{cv,c’v'},i 3]
+ Z O_;{cv,c'v'} (Pi{cv,c'v'} . Pim/ . P;:’v) +

{cv,c’v’} [4]
>oow (P RS )+ Y we (BT - UF)(23)
c,v’ i c,c’ i, [5]

Since the back-pressure algorithm maximizes (23), we have,

substituting into (16), [6]
E{L(t+T)— L)} <3BT*>-2T) U’ (t—T)e (24
{Lt+T) - L)} < Z( e @4
If U°(t) =0 forall ¢, thenL(t) < |Q|(2V(L+1)+5u)2. 18
If U°(t) > 0 for somec, thenU¢ (t) = V, and
9
E{L(t+T)— L(t)} <3BT? - 2TVe. o
Setting V' = 32T gives E{L(t + T) — L(t)} < 0. By in-
duction on the number of time slot&8{L(t)} < |Q|(2V (L+ [10]
1) + 5u)? for all ¢ and the queues are stable. [11]
[
VII. VARIATIONS AND EXTENSIONS [12]

A. Restricting the solution space

We can reduce the amount of computation required b[f'/3]
avoiding direct optimization over all of the coding and
decoding possibilities. Instead, we can discover usefgl pol14]
sibilities by random exploration: for instance, in additito
opportunistic coding [9], congested nodes can do limited
coding of pairs of packets that are not known a prioril5]
to be decodable by the next hop. Downstream nodes then
report rates at which remedy packets of different sessions
originate from different nodes. We can then create separate16]
U°’ commodities based on the reported success rates. This
results in optimization over a smaller set of commodities.

way coding operation to originate at a single location fartea
of the coded flows.
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