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Abstract— We propose distributed asynchronous algorithms
for network coding in multi-source multicast networks with cy- Src 1
cles. Our algorithms find an acyclic subset of connections Ibeeen
links, and set up a network code over these connections. They
offer advantages in terms of link usage and coding complexit
over previous distributed algorithms based on random codig,
while requiring modest additional coordination.

Rcv 2

I. INTRODUCTION Rev 1

The distributed randomized network coding approach of [1],
[2], [3] provides a simple distributed way to do network aagli
on a given set of links for multi-source multicast. Each link
transmits a random linear combination, in a finite field, afda Src 2
received from incident incoming links. This approach, vhic
codes maximally over all available capacity and involves
minimal coordination among network nodes, can be viewéd. 1. An example of a multicast connection problem in whichacyclic
as lying at one end of a spectrum trading off coordinatipj’g'tt’r?éaf;‘d"es ;“m‘genqticf;:%ﬁotm"ﬁgﬁirtkhﬁqSg’fgzduggg'."ecm' four finks
overhead against resource usage and the degree/commexity
network coding. At the other end of the spectrum, centrdlize
approaches and synchronous/iterative decentralizeditpobs
have been proposed for finding good network coding solutiod#ferent time periods is combined at intermediate nodes,
that optimize resource usage [4], [5]. and memory is needed at the receivers for decoding what is

This paper considers decentralized asynchronous teamigassentially a convolutional code. Both specifying and dawp
that represent a start in bridging the gap between thdbe code are more complex than in the acyclic case. Another
extremes. Such approaches are potentially useful in variquossibility proposed for cyclic networks is for a node thst i
practical scenarios, such as wireless ad hoc or sensor rietwaopart of a cycle to subtract off its previous contribution tatad
We note that network coding is primarily useful in scenario®turning to it along the cycle [10]. This requires a node to
where network capacity is a limited or costly resource; wheknow what it has contributed to data on its incoming links,
network capacity is plentiful, routing approaches presgntwhich makes it more suited to centralized scenarios.
reasonable alternative. The simpler burst/batch approach requiresaayclic net-

One significant practical issue is dealing with cycles imork code, i.e. one which does not include a directed cycle
networks. Many existing works generally assume that af links each transmitting data that is a function of datatsn i
acyclic graph is given, or centrally construct an acyclib-su predecessor in the cycle, possibly coded together withrothe
graph [6] or related graph [7]. This allows use of a burstaputs. For some network connection problems, such as those
oriented [8], pipelined [6] or batched [3] approach whicln Figure 1, there is no valid acyclic network code. However,
involves buffering information at interior network nodes i such examples seem to be the exception rather than the norm;
order to code them with other incoming information from théor instance, in the case where every link in the network
same batch. An alternative for cyclic networks is to take l@as equal capacity in both directions, we do not know of an
continuous coding approach [9], [2] where information frorexample in which coding over cycles is needed.

o _ _ _ As such, we investigate decentralized techniques for btai
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upstream nodes. The basic elements of our approach are:

Stage A

« an acyclic subset of link connections is found

Stage B

« upstream nodes communicate to downstream nodes what Src 1 Sre 2
information is available along various paths using the
chosen link connections

o downstream nodes request information accordingly from
selected upstream nodes 5 5

« intermediate nodes transmit appropriate information in
response to requests

Our approach for Stage A uses a Bloom filter [11], [12] to
keep track efficiently of the links traversed by data forming
part of the linear combination on each link. We compare, by
simulation on random geometric graphs, the resulting wasti Rcv 1 Rcv 2
capacity with the multicast capacity of the original graph.

Preventing cycles in network coding is more complicatedhtha. o . .
Fig. 2. An example of a network where optimizing delay foraiger conflicts

preventing CyC|eS in rOUting becau.se in network_ COding' thﬁqh optimizing delay for another. The labels on each lingresent the delay
same data may need to be carried over multiple paths dnthat link; delay of unlabeled links is 1. To optimize delaach receiver

different linear combinations. As an illustration of thise separately will choose to use the bottleneck link in the rieiadd the network.
For the batch approach, optimizing delay for receiver 1cadfedelay for

cpmpare our algorithm with a simpler algorithm that US&Rceiver 2 since data from source 1 must be delayed at tHermtk link to be

distance vectors to disallow cycles. combined with data from source 2. For the continuous approagtimizing
Stage B sets up an aCyC“C network code on the set of liflglay for receiver 2 affects delay for receiver 1 since dasanfsource 2 is

. f dins A W h ﬁo bined with newer data from source 1, which cannot be detatireceiver

qonnectlong ound In Stage - € pr\_esent an approac .t til the data from source 1 arrives separately.

finds a valid network code, if one exists on the given link

connections, with error probability decreasing exporadiyti

in the length of the code. We show that the control Overhe%ddirected raoh of unit capacity links. and one or more

is proportional to the number of receivers and links. grap pacity ’

These ideas characterize a class of distributed asynohcson%mt trate somIJrcestare dloc_ate? at \:znoust_ ncl)dfes. This kg']}’es
algorithms that maintain a feasible multicast solutionilevbf- rse 1o an €legant and simpie mathematical framework for

fering a compromise between coordination overhead and pg?_twork coding, without sacrificing generality, as links of

formance. The additional communication overhead comparJé?‘é’Iger capacities can be modeled as parallel links betwhaen t

to the completely distributed approach of [1] is reasonab@®Me nodes, and sources of higher rate can be modeled as

while the savings in link usage and amount of coding alrglw'plg SOlt”CES at the sdallmetn((j)(il.e.kf . dew t
potentially quite significant in some networks. e denote by(v, w) a directed link fromorigin nodev to

Our algorithm also allows for some flexibility in the choiceéjeﬂ'_nat'f)n nodew, and der_lote by (1) z_;mdd(l) the origin and
%@stmaﬂon nodes respectively of a lihk

of links and network code to be made according to some o Inf tion is t tted ¢  bits. Li o
jective. However, achieving an optimal solution is comaled . ntormation 1S transmitted as vectors of bils. Linear cadin
IS, carried out on vectors of lengthin the finite fieldF,.. The

by the fact that in some cases, such as that of Figure 5 (i link 7 is a li bination ofouts of
optimizing some objective for one receiver conflicts wit roces (j)_ on alinkjIs a finéar combination onputs o
nodev = 0(j), i.e. processeX; generated at and processes

optimizing it for another. It is interesting to note that \ehi N ; R L
network coding allows different receivers in a multicastssen Y(1) on incident incoming links. This is represented by the

to share links without affecting each others’ rate, thissdogquat'On
not exter_wd to other objecti\{es sucr_l as delay or network codey () = Z ai; Xi + Z £ ()
complexity. In such scenarios, optimal allocation of netwo (i X: generated av} LaT

resources requires a global objective function combiniifig d h R e Fou. An illustrati £l di
ferent receivers’ objectives. Trading off optimally beemethe wher€a; ; € Fav, fl’? € Fa2u. AN llustration ot finear coding
at a network node is given in Figure 3.

objectives of two receivers at an intermediate node mayrntktpe o ) . .

on the availability of other paths to those receivers and th%lln th? _d|str_|buted Landom|ze_fd neltwo;k Co?jmg Off [4], vari-

trade-offs along those paths. We do not address optimizat es a”_’flvf are chosen uniformly at random roﬂﬁg_u. .
he receivers need only know the overall linear combination

issues fully in this paper, but note that our approach pewid . o . : .
y pap PP P of source processes in each of their incoming signals. This

a potentially useful framework upon which various poligies :
b y P potle mormatmn can be sent through the network as a vector, for

iéq[\'/vgflfi%j::ti\z:mg’ may be imposed to achieve dlﬁeréeach signal, of coefficients corresponding to each of thecgou

processes, updated at each coding node by applying the same
linear mappings to the coefficient vectors as to the infolonat

II. MODEL . .
) ) ) signals. A randomly chosen network code is successful ifieac
The linear network coding model we use is from [9]; we

give a brief description here. The network is modeled as'which is sufficient for multicast [8]



Whenever a node changes its coding coefficients, it incre-
ments the epoch numbers of its messages by some random
amount. A node ignores received messages with lower epoch
numbers. A node receiving a message with a higher epoch

Y(3) = a13X1 + f13Y(1) number sets the epoch numbers of its own messages to match
+f2,3Y(2) this higher number. This mechanism helps to prevent local
oscillations by ensuring that a node will accept an input
from a neighboring node only after it has taken into account
its local changes; we increment the epoch numbers by a
random amount instead of a constant amount so that it is
receiver obtains as many linearly independent combinssn highly unlikely for two neighboring nodes to simultanegus!
the number of source processes. This enables it to decole gagrement the epoch number and not have at least one party

Fig. 3. lllustration of linear coding at a node.

source process. realize that the other has made a change.
A simple approach we investigate for comparison uses only
I1l. ALGORITHM DESCRIPTIONS AND ANALYSIS distance vectors. In this approach, a link is allowed tognait

We describe below a two-stage approach for setting up @rsignal containing an input from soureeonly if its origin
acyclic multicast network code in a distributed, asyncorgn N°de is nearer (in terms of hop count) to tkethan its
fashion. The first stage algorithm, which sets up an acycfiestination node, or, if they have the same hop count, if the
set of connections on a given network, is not guaranteed to §&gin node has a smaller!.
optimal, and its performance evaluation is deferred to #ad n
section on simulations. For the second stage, which find$Ba Setting up a network code
network code on the set of connections found by the first stage1) Overview: As outlined in the introduction, there are
we provide analytical bounds on overhead and probability tiiree main components for this stage:

Success. _ o upstream nodes communicating to downstream nodes the
Since the second stage uses the output of the first stage, availability of information along various paths. This en-
they must initially be carried out sequentially. Subsediyen tails describing not only connectivity to various sources,

both stages or just the second can be run at intervals, to deal pyt also the available capacities. Compared to describ-

with network ChangeS, or to see if a better network code |ng network t0p0|ogy exacﬂy’ less overhead is incurred
can be found. To distinguish the control messages assdciate py providing only partial information in the form of

with different runs of the algorithms, the control messagjes coefficient vectors formed by random network Coding,

labeled with run numbers. called advertisement vectors. Advertisement vectors that
are linearly independent indicate the availability of Hnk

A. Choosing an acyclic set of connections disjoint paths to sources; those with linear dependencies

are likely to share a bottleneck link.
« downstream nodes requesting information from upstream
nodes. Each receiver initiates a set of requests which
are propagated upstream along disjoint paths found using
advertisement vectors. Information requested by one re-
ceiver may be useful to another; requests are propagated
upstream only as far as needed to obtain useful informa-
tion. A node seeking an input whose coefficient vector is
linearly independent of a s&P of vectors specifies this
using a vectop in the nullspace of). A vector whose dot
product withwv is nonzero is independent of the vectors
in 0,2 and is termectomplementary to v.
intermediate nodes transmitting appropriate information
in response to requests. A noderansmits on each of
its outgoing links! a random linear combination of a
subset of its inputs. The subset is chosen so as to satisfy

We consider the following cycle-preventing algorithm whic
sets a boolean variablg!,!’) for each pair {,!’) of incident
links, a one indicating that data froican feed intd’, and
a zero indicating that the connection is disallowed. Cdntro
messages are initiated at the sources and transmitted on all
their outgoing links. These messages are transmitted ghrou
out the network and combined with other such messages
at intermediate nodes. Each messagecontains an epoch
number which is initially zero, a vector of distances in hops
from each source inn (i.e. sources of messages that have
been combined to form), and a list of all links traversed by
messages that have been combined to fernThe list of links
can be stored reasonably efficiently using a Bloom filter [11] °
[12].

All the boolean variables are initially set to zero. A node
receiving a control message on a lihkhecks its list, and, for requests received dn
each incident outgoing linkK, sets to one the variablgl, ) ) ) D , ) ,
if I’ is not in the list andi(l) is at least as many hops away D_|fferences in the_ details of the algorithm give rise to
from some source imn than o(l). At regular intervals, with variants that have different overheads, delay to obtanan_g
a 50% jitter, each node combines and sends control messa%@gut'(,m{ and worst-case performance bounds. In our afguri
received during the last interval whose boolean varialles/a es_cr|pt|on below, we wil d|st_|ngu.|sh n partlcula}r three
them to be sent on each outgoing link, by combining they@rants 1, 2 and 3 at those points in which they differ. The

diStlance vecFors appropriately and taking the bitwise OR Oferpjg is similar to the approach used by [6] to test if a vectdndependent
their Bloom filters. of a given set of vectors.



best bounds on worst-case overhead and delay are obtainedfal updated in the course of the algorithm as described below
variant 1; variants 2 and 3 proceed with decreasing degifeesfe denote byF (L) the set of frontier vectors corresponding
caution and generally obtain solutions faster, but at tleof to links in a setl C 73.
requiring more work in the worst-case. Let S3 be a subset of 3 such thatC(Sz) U A(75\Sg) is a
2) Detailed description: Each node stores, for each of itsfull rank set. Requests are made on linksZji\Ss.* 3 sends
incoming incident links, an advertisement vector andue= requests one at a time, waiting each time for a response or
rent vector, and possibly a number atduced advertisement timeout before sending the next. The s&t is updated with
vectors associated with particular receivers. For simplicitgach answered request.
of exposition, we consider each source process to arriveEach request consists of a forwarding patHjrk request
at its corresponding source node via a virtual link, whosgctor whose function is to select appropriate links on which
advertisement vector is the unit vector with a single nonzeto forward the request, and solution request vector used
entry at the position corresponding to the source index. in checking if the request has reached a link with useful
The advertisement vectaf() of each linkl is is formed at information. For a request made on some link 73,

its origin node as a random linear combination, specified by, e |ink request vector is any vector in the nullspace of
randomly chosen coefﬁcienyg“, of the advertisement vectors F(T\{1})

of its incoming incident links « the solution request vector is any vector in the nullspace
wl,B)=Y_  fali), of C(8p) U F(Tp\({I} U Sp))
- o « the forwarding pattP(l) is extended with each successive

_ _ _ o o request on, consisting of the path taken by the previous
and is communicated to its destination node. Within one run request ori together with the frontier Iinlgf(l).5

.Of the algorl_thm, the ad\{ertlsement vector of a Imk |s_up_dat A request is forwarded directly to the end node of its forward
if and only if the advertisement vector of one of its incident : . . :
Ing path without processing at intermediate nodes.

incoming links has changed. Since the algorithm is run onA d o ‘ liik checks its | .
an acyclic set of link connections, the advertisement vsctq. nodeuv receving a request on a ik Checks Its Incoming

will stabilize as long as the time scale of network topologI ks to find acomplementary link i, for the request, i.e. such

changes is long compared to the time scale of advertisem tt w(lz, ) tls cc:mpl;mgntary KI) the t“nk tre(zﬁest \I/etgtor.
vector updates, e current vector ofly is complementary to the solution

A reduced advertisement vectafl, 3) is set in the course request vector, _the requestis co_nsm_jeatasWered. Ar_1 answer
of the algorithm for (link, receiver) pairg, 3) such thatl message specifying the new frontier link; and frontier vector

- . w(la, B) are sent tas. v setsu(ls, ) to the all zero vector, and
is in the setQ(8) of links traversed by requests from. w(l _ R .
Otherwise, forl( ; Q(8), u(l, ) is set or updated if the calculatesu(j, ) for each outgoing linkj ¢ Q(3) according

reduced advertisement vectefl’, 3) of an incident incoming .to g})' tlr]: J1sa frontlz_r l'n]lf asfsomate:i W.'th s?;ng otherclimk
link 1 is set or updated, according to: in 73, the corresponding frontier vector is set¢j, 3) an

communicated to3. Otherwise,u(j, 5) is transmitted onj.

u(l, ) = Z ff,‘lw(i,ﬁ), (1) Each nodev’ 'Fhat re_ceiv_es a reduc_ed advertiseme_nt_ vector
id(i)=o(l) u(l, ) on an incoming link! stores its value and similarly

calculates and sends the reduced advertisement vector or

i:d(i)=o(l)

wherew(i, 5) = u(i, 8) if u(i, 5) has been set, ap(i, 5) = : : AR
a(i) otherwise. frontier vector for each of its outgoing links¢ Q(3).

The algorithm builds a network coding solution by modi- For variant 1, in finding a complementary lirik v checks

fying the current vectors. The current vector of each link i%nly incoming links that have not been previously checked in

e . . response to requests from the same receiver. If the current
initialized to the all-zero vector, and is updated in resmn , .
vector of [, is not complementary to the solution request

to requests and whenever the current vector of any |ncom|\r/1gct0r’ anupdate ge specifying the new frontier link

incident link has changed. The current vectors set by the.
. ) . o > is sent tog rather than an answer message. The reduced
algorithm give the linear combinations of data to be sent o .
L . . advertisement vectors are updated as before.
each link in the network coding solution.

We denote byA(£) and C(£) the set of advertisement In variants 2 and 3, nf the current vector bfis not com-
. . ) plementary to the solution request vectorchecks whether
vectors and current vectors respectively of links in aset

Receivers wait for the advertisement vectors to stabili l% 's the only complementary link for the request. If so, it

T R orwards the request upstream én If there is more than
before initiating requests. Each receiveffirst chooses a set . .

I : . . : one complementary link for the request, an update message is
73 of incident incoming links whose advertisement vectors .
form a full rank seé sent tog and the reduced advertisement vectors are updated

Associated with each link € 73 is afrontier link and a as in variant 1; in variant 3, an addition@mporary request

i . S . is sent upstream ofy. This temporary request has the same
frontier vector, which are initialized td anda(l) respectively, link and solution request vectors as the original request,is

3If there is more than one such set, the choice can be mademinado
according to various criteria, e.g. include the maximum benof incoming 4We assume that this algorithm is carried out on a directedliacget of
links with independent current vectors. A possible exiemsivould be for connections; note that requests are sent on each link ingpeste direction
advertisement vectors to be accompanied by other relafedriation such to that of data flow on the link.
as prices or delays, which can be used to influence the chbicpuats. SPath information is added to a request as it is forwarded rubyd!).



forwarded upstream by each successive node on an incomtimgugh links in P(1),l € 73. The procedure for updating
link complementary to the request, until one is found whoseduced advertisement vectors upon choogiig equivalent
current vector is complementary to the solution requestorec to removingl from the network. This completes the induction.
In variants 2 and 3, a request may be forwarded by one [ |
or more links beyond the existing frontier link before it is Theorem 1: Given a feasible problem on a static acyclic
answered with a new frontier link. Ld? be the set consisting connection graph, the algorithm finds a solution with proba-
of these links together with the new frontier link. As thebility at least(1 — d/q)?” with at mostvd requests, where
answer message is forwarded along the reverse of the pigtithe number of network links] is the number of receivers
taken by the request, for each lihk P, noded(l) setsu(l,3) andgq is the size of the finite field in which coding is done.
to the all zero vector and update$;j, ) for each outgoing Variant 1 carries out at mosivd tests for complementary

link j ¢ Q(5) as before. vectors, while variant 2 carries out at mast + 2)vd such
Each nodev maintains, for each link(v,v") on which tests, wherd" is the maximum in-degree of a node.
it receives requests, a s&f((v,v’)) of incident incoming Proof: The randomly chosen advertisement vectors form

links. Each answered request or temporary request thag¢pass full rank set at every receiver with probability at least
through (v, ") is associated with the complementary link1 — d/q)”, by the random coding result of [1]. Given a
chosen byv in response to the request; the union of thesgiccessful set of advertisement vectors, by Lemma 1, the
incoming links for all receivers formg((v,v’)). The current algorithm then finds a set of disjoint pattt¥(),! € 73 from
vector of link (v,v") is a random linear combination of the3 to the sources, unless the receiver obtains a full rank set
current vectors of links irfZ((v,v")). of inputs before this happens. By coding randomly over the

When § gets an answer or update message on alliesk union of the paths formed for each receiver, a valid solution
73, it waits for potential updates of other current and frontigs found with probability at leastl — d/q)” [1]. The overall
vectors. If it gets an update message, it sends a new requessccess probability is thug — d/q)?”.
[. If it gets an answer message, it checks whether the currenin a static network, each link is tested for being comple-
vector of / is linearly independent of (Ss). If so, it adds mentary to a request at most once for each receiver, since a
I to S and proceeds to send requests in similar fashion @ink that is not complementary to a request cannot be part of
links in 75\Sg. If, however, the current vector dfis linearly  a valid flow solution through pathB(l), ! € 73, and thus will
dependent o (R) for someR C Sg, the receiver chooses anot be complementary to subsequent requests. Thus, the tota
link I’ € R whose frontier vector has weight greater than onaumber of such tests is at masi for variant 1, and/dI" for
[ replaced’ in Sg, and a new request is made 8n variant 2.

In a dynamically changing network, nodes may leave or fail For each link added t@(/3), at most two tests for comple-
in the middle of the algorithm, and a request formed usingentarity of current vectors are carried out, one at thetieon
outdated advertisement or current vectors may time out [tk and one ats. The total number of such tests is at most
be answered with an error messafeset messages, which 2,4,

resetu(l,3) to a(l) for eachl € P(l), and resetf(l) to  Each request finds at least one complementary link. Thus,
[, may be used to clear algorithm state for linkse 75 each receiver sends at moestequests.
whose advertisement vectors have changed owing to network m

changes. The set%; and Sg may also have to be changed.
Policies may also be set for renewal and clearing of requests
particularly if multicast group membership changes fretlye
3) Analysis: We are still in the process of implementing the Link Re-
Lemma 1: The algorithm maintains the invariant that thejuest algorithm described in Section IlI-B in our eventdrni
pathsP(l),l € T3, for each receivep are part of a feasible simulator. We have however carried out some simulations
flow solution from the sources t@, unless the network of our Bloom-filter-based algorithm for choosing an acyclic
changes during the run of the algorithm. set of connectionsLoop Free), comparing it to a simple
Proof: We show by induction that the invariant aboveilgorithm based solely on distance vectdpsstanceVector).
holds, and that the frontier vectors @fat any stage correspondDescriptions of these algorithms are given in Section IlI-A
to advertisement vectors on a modified network in which links We generated several hundred random geometric networks
in P(1),l € 73, have been removed. of moderate size (15 to 50 nodes) with two to four randomly
Note that a set of links with independent advertisemenfplaced sources and up to eight randomly placed receivess. An
vectors must be connected bylink-disjoint paths to ther two nodes within a specified range are connected by a unit
sources. The links in the setZ; form such a set, which capacity link in each direction; the ranges are chosen so tha
gives the base case for induction. connected networks are obtained. The average degree of the
Assume that the induction hypothesis holds up to some poimdes in our networks range from 6 to 9.
in the algorithm, and that link is the next complementary We measured the success rate of the two algorithms, i.e. the
link chosen in response to a request frdmSincew(l, 3) is probability that a particular sink obtains a full rank set of
complementary to the link request vector, it is indepen@ént inputs with random linear coding, given that there exists a
the other frontier vectors, and there exist disjoint patiesnf feasible code for the network (there may be no acyclic code
[ and the other frontier links to the sources that do not dor the network, but we do not have an efficient algorithm for

IV. SIMULATIONS



determining this). We use a relatively small finite field sofe
29. Our simulation results are shown in Figure 4.

Our results demonstrate that it is progressively more diffic
to find a feasible acyclic set of connections as the numbgr]
of sources are increased. Nevertheless, our Bloom-filised
algorithm outperforms the distance-vector-based algarjt (g
with the performance gap increasing with the number of
sources and network nodes. (]

[20]

(6]

(11]

[12]
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V. CONCLUSION

We have presented distributed asynchronous algorithms for
obtaining low-complexity acyclic network coding solut&for
multicast on cyclic graphs. Our algorithms improve on émgst
distributed randomized network coding in that they can save
link usage and can operate on cyclic graphs without requirin
convolutional decoding, bringing such approaches closer t
practical use.
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