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Abstract tention overhead by exploiting constructive interference

) ) ) o Splash is scalable to large, multi-hop sensor networks
It is well-known that the time taken for disseminating a 5nq it is built upon two recent works: Glossy [9] and

large data object over a wireless sensor network is domMp)p 124]. Glossy uses constructive interference in prac-
inated by the overhead of resolving the contention forc4| sensor networks to enable multiple senders to trans-
the underlying wireless channel. In this paper, we proyyit the same packet simultaneously, while still allow-
pose a new dissemination protocol callglash, that = 4 myltiple receivers to correctly decode the transmit-

eliminates the need for contention resolution by exploit-qq packet. Like Glossy, we eliminate the overhead in-

ing constructive interference and channel diversity to ef-,ired in contention resolution by exploiting construc-

fectively create fast and parallel pipelines over multipleye interference. Raman et al. showed in PIP that a
paths that cover all the nodes in a network. We call thisyinelined transmission scheme exploiting channel diver-
tree pipelining. In order to ensure high reliability, Splash gjty can avoid self interference and maximize channel
also incorporates several techniques, including exploitygjization for a single flow over multiple hops by ensur-
ing transmission density diversity, opportunistic over-j,q that each intermediate node is either transmitting or
hearing, channel-cycling and XOR coding. Our evaluaygcejying at any point of time. Splash uses constructive
tion results on two large-scale testbeds show that Splasiierference to extend this approachttee pipelining,

is more than an order of magnitude faster than state-ofyhere each level of a dissemination tree serves as a stage
the-art dissemination protocols and achieves a reductiogs ihe pipeline.

in data dissemination time by a factor of more than 20

compared to DelugeT?2. While the naive combination of synchronized and

pipelined transmissions achieves substantial gains in the
data dissemination rate by maximizing the transmission
1 Introduction opportunities of the senders, it also creates a significant
reliability issue at the receivers. First, in order to im-

A data dissemination protocol, like Deluge [14], is a Prove efficiency, we need to use a large packet size (i.e. at
fundamental service required for the deployment andeast 64 bytes). However, increasing packet size reduces
maintenance of practical wireless sensor networks pethe reliability of constructive interference as the number
cause of the need to periodically re-program sensoPf symbols to be decoded correctly increases [9]. Sec-
nodes in the field. Existing data dissemination proto-ond, channel quality varies significantly among different
cols employ either a contention based MAC protocol likechannels, and there are typically only a small number of
CSMAICA [6, 5, 7, 10, 12, 30, 18, 14] or TDMA [17] available channels that are of sufficiently good quality. If
for resolving the multiple access problem of the wireless? poor channel is chosen for a stage of the pipeline, the
channel. As there is a large amount of data that needgiPeline transmission may be stalled.
to be disseminated to all the nodes in the network, there Splash includes a number of techniques to improve
is often severe contention among the many transmissionée packet reception rate. (1) We improve the reception
from many nodes. Existing MAC protocols incur signif- rates over all receivers by exploiting transmitter density
icant overhead in contention resolution, and it has beemliversity by varying the number of transmitters between
shown that Deluge can take as long as an hour to programransmission rounds. When the sets of transmitters are
a 100-node sensor network [27]. varied, the sets of receivers that can decode the synchro-
In this paper, we propose a new data disseminatiomized transmissions correctly also change. Hence, differ-
protocol, calledplash, that completely eliminates con- ent sets of nodes are likely to correctly decode packets



during different transmission rounds. The challenge ispractical testbed. We present Splash and the details of its
to maximize the differences among different transmis-implementation in Section 4. Section 5 presents our eval-
sion rounds. (2) We increase reception opportunities byiation results on the Indriya and Twist testbeds. Finally,
incorporating opportunistic overhearing which involves we conclude in Section 6.

early error detection and channel switching. A node in

Splash identifies a corru_pted packet on-the-fly during |t32 Related Work

reception and switches its channel to overhear the samé

packet when it is being forwarded by its peer nodes iny, yeir seminal work on Glossy [9], Ferrari et al. showed
the_ dissemination tree. (3_’) We e_xpl0|t cha_nnel diversityynat constructive interference is practical in wireless-se

to improve packet reception ratio bY varying the Chan_'sor networks. They observed that there is a high proba-
nels used between different transmission rounds. Thigyjiy, that the concurrent transmissions of a same packet
is particularly important since the use of the same bady;"equit in constructive interference if the temporal
channel can stall the pipeline transmission consistentlyjisojacement among these transmissions is smaller than
_(4) Finally, we utilize a simple XOR coding scheme 10 ¢ g microsecond. The implementation of Glossy is able
improve packet recovery by exploiting the fact that most,, \aat this requirement and a small packet can be

receivers would have already received most of the packq e to all nodes with deterministic delays at the relay
ets after two transmission rounds. nodes which allows accurate network-wide synchroniza-
We implemented Splash in Contiki-2.5 and we eval-tjon_ Glossy is designed to flood a single packet at a time,
uated the protocol on the Indriya testbed [3] with 139¢ ¢ 4 control packet. On the other hand, a dissemination
nodes and the Twist testbed [13] with 90 nodes. We comprotocol needs to achieve bulk transfer of large packets,
pare Splash to both Deluge [14] in Contiki and to theyhich introduces a new set of problems such as the need
much improved DelugeT2 implemented in TinyOS. As tor 1009% reliability, pipelining, channel switching, and

we use DelugeT2 as a baseline, it allows us to compargcgapility in terms of both network size and construc-
Splash to many of the existing dissemination protocols injye interference.

the literature as most of them are also compared to Del- The scalability of constructive interference was re-
uge. Our results show that Splash is able to disseminat@enﬂy studied by Wang et al. [28]. They showed that
a 32-kilobyte data object in about 25 seconds on both thene reliability of constructive interference decreases si
testbeds. Compared to DelugeT2, Splash reduces digjificantly when the number of concurrent transmitters
semination time on average by a factor of 21, and in thencreases, wheresliability is defined as the probability
best case, by up to a factor of 57.8. This is significantlyihat a packet that is concurrently transmitted by multi-
better than MT-Deluge [10], the best state-of-the-art dise transmitters will be decoded correctly at a receiver.
semination protocol, which achieves a reduction factofyhile [28] is the first work to study this problem, it is
of only 2.42 compared to Deluge. based on theory and simulations, and does not include
The dissemination performance of our current imple-any experimental evaluation. Our empirical results show
mentation of Splash achievesetwork-wide goodput of  that the scalability problem highlighted is actually more
10.1 kilobits/sec per node for a mUltlhOp network of 139 severe in practice_ Wang et al. also proposed Spine Con-
nodes with up to 9 hops. Splash’s goodputis higher thamtryctive Interference based Flooding (SCIF) to mitigate
that of all the network-wide data dissemination prOtO-the Sca|abi|ity pr0b|em' but the correctness of SCIF as-
cols [6, 5, 7, 10, 12, 30, 18, 14, 17] previously proposedsumes many conditions that are hard to achieve in prac-
in the literature. Splash’s performance is comparable tqjce. For example, length of a network cell is half of
Burst Forwarding [8], the state-of-the-art pipelined bulk the radio communication range. In contrast, our strat-
transfer protocol over TCP for sensor networks, whichegy for handling the scalability problem is a fully prac-
is able to achieve a goodput of up to 16 kilobits/sec, butjcal solution based on collection tree protocols such as
only for a single flow over a single multihop path. CTP [11] and the observation that typically more than
Finally, Splash is also significantly more compact than50% of nodes in a collection tree are leaf nodes even at
DelugeT2 in terms of memory usage. Splash uses 9.6fhe lowest transmission power where the underlying net-
and 0.68 kilobytes less ROM and RAM respectively thanwork is connected [4].
DelugeT2. Given that it is not uncommon for sensor de- A key challenge in implementing pipelining over a
vices to have only about 48 and 10 kilobytes of ROM andmultihop path is self interference: a node’s next packet
RAM respectively, these are significant savings in mem-an interfere with its immediate previously forwarded
ory, that will be available for use by sensor applications.packet. There are two common solutions. First, we can
The rest of the paper is organized as follows. In Secdintroduce inter-packet gaps such that the previous packet
tion 2, we discuss the related work. Section 3 presentsvould be out of the interference range before attempting
our measurement study of constructive interference on # transmit the next packet [15]. However, this method



would drastically reduce the end-to-end throughput as @acket size of 128 bytes in our experiments. In addi-
long gap of 5 packet transmission times is required for aion, the payload of each packet was randomized. Our
single flow in practice [15]. Moreover, in the case whereexperiments were carried out on the default Channel 26,
multiple data flows are active, this method is ineffective unless specified otherwise. Channel 26 is one of the only
because of inter-flow interference. The second solutioriwo ZigBee channels that does not overlap with the com-
is to exploit channel diversity [23, 24, 8]. However, we monly used WiFi channels [21].
observe that this approach ignores two practical issues
that can severely degrade the performance of its pack -
pipeline. First, although the IEEE 802.15.4 standard de%'l Scalability
fines 16 non-overlapping channels, the number of chanm Fig. 1, we plot the reliability of packet reception
nels of usable quality is typically much smaller in prac- against the number of concurrent transmitters for three
tice because of various factors, e.g., interference fromandomly chosen initiators on three different floors of the
WiFi channels [21]. Second, the approach ignores thendriya testbed. In each experiment, both the initiator
fact that links for routing are typically chosen on the bestand the randomly chosen set of concurrent transmitters
available channel, and the performance of other chanwere located on the same floor. We recorded over 1,000
nels on such links can be poor in practice. These twgyacket transmissions on each floor on Channel 26. We
issues can severely degrade the performance by stallingee from Figs. 1(a) and 1(b) that reliability generally de-
the packet pipeline. creases when there are more concurrent transmitters.
As dissemination is a fundamental service in sensor |n fact, it had been shown by Wang et al. [28]
networks, there are numerous protocols in the literathrough analytical model and simulation that the reliabil-
ture [6, 7, 10, 12, 18, 14, 17]. Typically, they are epi- jty of constructive interference decreases when the num-
demic approaches incorporating special techniques in olher of concurrent transmitters increases, due to the in-
der to reduce the incurred overhead. Such teChniqqu’q'ease in the probab”ity of the maximum time di5p|ace-
include Trickle suppression [20], network coding [12], ment across different transmitters exceeding the required
exploiting link qualities [6], virtual machines [19], etc. threshold for constructive interference. Our measure-
While existing protocols differ in their techniques, they ments suggest that the highlighted problem is more se-
all share a common feature that they employ a MAC pro-ere in practice, and even a small number of three to five
tocol like CSMA/CA or TDMA for contention resolu-  concurrent transmitters can significantly degrade the re-
tion, and typically their dissemination times are in the ception at a receiver.
order of minutes for disseminating full images in prac-  However, it is sometimes possible for an increase in
tical networks. Our goal in this paper is to completely the number of concurrent transmitters to result in im-
eliminate contention overhead by exploiting constructiveproved reception reliability. In particular, we see in
interference and we show that by doing so, we can refjg. 1(c) that by adding a sixth node, the reliability in-
duce the dissemination time by an order of magnitude:reases from about 37% to 100%. This is likely caused

compared to existing approaches. by the capture effect since the sixth node was located
some 2 meters away from and within line of sight of the
3 Measurement Study initiator.

This suggests that the impact of the number of trans-

To understand the behavior of simultaneous transmismitters (transmission density) on reception reliability
sions in real-world setups, we conducted a measuremegoes not follow a fixed trend like what was predicted by
study of constructive interference on the Indriya [3] wire- Wang et al. [28]. But depends also on the positions of
less sensor testbed. In particular, we studied the scalabithe concurrent transmitters relative to the receiver. So,
ity of simultaneous transmissions and correlation amondnstead of attempting to determine the optimal transmis-
packet receptions across different nodes decoding sucion density, we can try to transmit at both high and low
transmissions. transmission densities to improve reception reliability.
We used the code from the Glossy [9] project in our
experiments, ourexperi_mental_methodolo_gy_is similar 1032 Receiver Correation
that adopted by Ferrari et al. in [9]. An initiator node
broadcasts a packet to a set of nodes which in turn fortn existing dissemination protocols, it is common for
ward the received packet concurrently back to the initia-a node to attempt to recover missing packets from its
tor. This results in constructive interference at thedaiti neighbors. It is hence important for us to understand
tor, where we measured the reliability of the reception.the correlation of the packets received by neighboring
Since our goal is to use constructive interference for theeceivers. While Srinivasan et al. had previously investi-
dissemination of large objects, we used the maximungated the correlation of packets received by the receivers
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Figure 1: Plot of reliability against the number of concutrsenders.

in a sensor network [26], they did not study the correla-Table 1: Correlation coefficients observed on Channel 26
tion in the presence of constructive interference. (lower half) and Channel 22 (upper half).

To this end, we set up an experiment involving 21
nodes spanning an area of 36n80m on the 3rd floor of
Indriya. One node was designated as the initiator node
ten nodes were randomly chosen to serve as relays, an
the remaining ten were used as receivers. The initiator
broadcasts a packet once every second over a duration 03 09 | -01 1 13| 03 10l 46| 48] 50| 53
four hours and the relay nodes forward the packet con 03] .12 [ 0.0 | .16| .06| .09| 1.0| .45| .49 .47
currently, which results in constructive interferencenat t 02 11 | -01 | .17) .06| .11| .13] 10| .49| .66
various receiver nodes. As Srinivasan et al. had earlier® | -02| .03 | 01 | 06] 08| 02] .05 .02] 10} .49

N : : 10| .02] .10 | 0.0 | .15| .10| .09| .17 .21| .05] 1.0
shown that WiFi interference is the most likely reason
for correlations in packet reception [26], we repeated this
experiment on two separate channels: Channel 26, which
is non-overlapping with the WiFi channels occupied in 4 Splash
the building where Indriya is deployed, and Channel 22,
which overlaps with an occupied WiFi channel. In this section, we describe Splash, a new data dissemi-
We investigated the correlation among the packet re_nation protocol for Iarge_da_\ta objects in "'?“ge sensor net-
ceptions at the receiver nodes (R) by computing theWorksthat completely eliminates contention overhead by

Pearson’s correlation coefficient at a granularity of Oneexploiting constructive interference and pipel_inin_g.
g y Raman et al. proposed PIP (Packets in Pipeline) [24]

packet. We present the coefficient values for Channel ) . e .

26 and 22 in Table 1. Note that as a coefficient matrix " transferring bulk data in a p|pellned fashion over a
corresponding to a channel is symmetric, we represen?'n.gle path of rlodgs over mulnple_channels. They ex-
data corresponding to the two channels in a single tabl@IOIt char?nel dlver.S|ty to avoid self |.nterference by hav-
(matrix). The values in the lower half of the table (below ing each intermediate node use a different channel to re-

the diagonal) correspond to Channel 26 and the uppe(f‘eive packets. A key insight of this pipeline approach
half corresponds to Channel 22 is that at any point in time, an intermediate node is ei-

ther transmitting or receiving packets and this achieves

As expected, for Channel 26, which does not overlaphe maximal utilization of air time.
with an occupied WiFi channel, the correlation coeffi-  Splash can be considered as an extension of PIP’s ap-
cients are small. This suggests that the packet recegroach that incorporates three key innovations to support

tions across different receivers are effectively independata dissemination to multiple receivers over multiple
dent. On the other hand, for Channel 22, which over-paths:

laps with an occupied WiFi channel, the coefficients are

relatively large, indicating that there is significant @rr 1. Tree pipelining which exploits constructive inter-
lation in the reception at the various receivers. Our re- ference to effectively create parallel pipelines over
sults suggest that it might be hard for a node to recover  multiple paths that cover all the nodes in a network.
missing packets from its neighbors if a noisy channel like In our approach, a collection tree is used in the re-
Channel 22 is used, since many neighboring nodeswould  verse direction for dissemination which in turn al-
likely be missing the same packets. lows us to mitigate the scalability problem of the

1 2 3 4 5 6 7 8 9 10
10| 56 | .62 | .64| .57| .58| .60| .52| .55| .58
.04] 1.0 .52 | .63| .51| .54| .46| .53| .50| .55
0.0| -.02 | 1.0 55| 48| 56| .46| .44| 46| .49
.05| .23 | 0.0 | 10| .61| .61| .52| .63| .59| .68
.04 .07 | .01 | .13| 10| .51| .52| 51| .61| .53
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A O-0 py OO0 the first-level nodes while P1 is transmitted on a differ-
3 JRRNG SR g WS N=@ OO ent receiving channel for the third-level nodes. Note also
OO O . OO that a third-level node will receive traqsm|55|ons from
P < PL several second-level nodes, instead of just one. We have
OO @O0 : S o
b omitted some of the transmission arrows in Fig. 2(c) to
@) (0) reduce clutter.
ee -O NP WP CIP This results in a tree-based pipeline in which pack-
o2 PPN e 00 ets are disseminated in a rlpple-wave-llke fashion from
o o o the root. Except for the root node (which only trans-
o :z::’. N ®--O T2 N ® mits), all the nodes are either transmitting or receiving at
=& O »® —0 all times once the pipeline is filled (see Fig. 2(d)). This
allows Splash to achieve maximum possible end-to-en
(©) (d) llows Splash to ach possible end-to-end
@ Transmitting @ Receiving O e throughput

The tree structure is needed to allow Splash to coor-
dinate transmissions and channel assignment, also to en-
sure that each transmission is forwarded to every node in

constructive interference and to minimize the differ- the network. Splash uses an underlying collection pro-

ences that exist among the performance of differentocol like CTP [11] to derive its tree structure. We be-
channels. lieve that our approach would incur minimal overhead as

a CTP-like collection protocol is an integral part of most
2. Opportunistic overhearing from peers by exploiting  sensor network applications and we can make use of its
multiple pipelines, which provides each node with existing periodic beacons in order to build the dissemina-

more chances of receiving a packet. tion tree. Moreover, as CTP-like protocols are typically

. . ~data-driven and they are designed to build stable trees by
3. Channel cyclingthatincreases the chance of reusing eferring stability over adaptability [1], diverting sem
a good channel while avoiding interference. Dif- ot its periodic beacons for another use will not affect the
ferent channels are used at different stages of th%tability of its data collection tree.
pipeline between different transmission rounds to

Figure 2: lllustration of pipelining over a tree.

i stall f the pineline i bad ch In practice, collection protocols often attempt to use
avol dsta Ing IO the PIPElin€ In case a bad ¢ annel,[he best links on the best channel (typically Channel
Is inadvertently chosen. 26) to build a tree. However, the performance of the

. ] ) ) ) _other channels on such links is often not comparable to
In the rest of this section, we discuss in detail variousyyat of the best channel. So, if a dissemination tree is

components of Splash and some of its implementatio, ji¢ ysing the default channel, the link quality on the

details. same transmitter-receiver pair may be good on the de-
fault channel but poor on a different channel. On the
4.1 TreePipelining other hand, building the dissemination tree on the poorest
channelis also not a viable option since the network may
Splash is the first protocol to exploit constructive inter- not even be connected on such channels. Our approach
ference to support pipelining over a dissemination tregherefore is to use the best channel (Channel 26) to build
in which each level of the tree acts as one stage of théhe dissemination tree at a lower transmission power but
pipeline. This is illustrated in Fig. 2. to use the maximum transmission power during dissem-
In the first cycle (see Fig. 2(a)), the root node (levelination. Our hypothesis is that the performance of dif-
zero) transmits the first packet P1. The receivers at théerent channels at the maximum transmission power is
first level, which are synchronized upon receiving P1,likely be comparable to that of the best channel at a lower
will simultaneously forward P1 in the second cycle sotransmission power.
that these simultaneous transmissions interfere construc Opportunistic Overhearing. In the transmission
tively at the nodes on the second level (see Fig. 2(b)). Irpipeline, each node is either receiving or transmitting.
the third cycle (see Fig. 2(c)), while nodes at the secondVhen a node is unable to successfully decode a trans-
level forward P1 to the third level, the root node simulta- mission, it will be unable to relay the packet to the next
neously transmits the second packet P2. Note that thes#age. In such instances, instead of idling, such a node
simultaneous transmissions of different packets do notan switch to listening mode and attempt to recover the
interfere with each other as each level of the tree is conmissing packet by overhearing the transmissions of its
figured to transmit/receive packets on a different channelpeers on the same level of the dissemination tree. This
In Fig. 2(c), P2 is transmitted on the receiving channel ofmeans that each node effectively has two opportunities
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to receive a given packet. Figure 4: Channel assignment.

The decision to overhear transmissions has to be made
before a node has completely received and decoded a
packet, because to achieve constructive interference, a .
node needs to start calibrating its radio for transmissioﬁ:eSSfUIIy decoded on one of the remaining channels.

even before the packet to be transmitted is completely \yi coordinate channel switching between different

read from the radio hardware buffer. By the time a nodegissemination rounds of Splash by transmitting a small 7-
completely reads, decodes and identifies packet corruRsyte control packet. After every round of dissemination,

tion, its peers would have started calibrating their ra~q control packet is flooded from the root node over the
dio for transmission, and they begin transmissions before. .o pipeline by exploiting constructive interference 20

the node can switch over to overhearing mode which inyimes. We do so because while there is a probability of

volves calibrating the radio for reception. some nodes not receiving this packet if we flood it only
In order to address this issue, we add two bytes of pargnce, it has been shown that the probability that a node
ity information of the data payload bytes that are locatedyjj| receive such a small control packet over construc-
before the last 12 bytes of the packet as the time requiregye interference is more than 0.999999 for ten retrans-
to receive these 12 bytes is the minimum amount of timgnissions on Channel 26 [9]. We flood 20 times for good
necessary for verifying packet corruption and to eitherneasure because we do not always use a channel that is
switch channel for overhearing in the case of corruptiongg good as Channel 26. Also, we can afford to do so be-
or to calibrate the radio for synchronous transmissiong.gse flooding the packet 20 times takes only a few tens
otherwise. Fig. 3 depicts format of a Splash packet withof milliseconds. After the completion of these 20 floods,
its default data payload size of 64 bytes. The parity of node that received the control packet at least once will
the first 54 bytes of data is computed and inserted in theitch to a pre-assigned channel on which it is expected
header. This allows a receiving node to detect any coryg receive data packets in the next dissemination round.
ruption in these bytes as soon as it receives thédata | 5 node still fails to receive the control packet, a timeout

reception of the current packet is aborted and the nodgyring local recovery.

immediately switches its channel to the receiving chan-
nel of its next hop nodes so that it can attempt to overhear Channel Assignment. In Fig. 4, we illustrate the
the same packet while it is being forwarded by its peerschannel assignment strategies for PIP and Splash using
in the next cycle. If corruption occurs within the last 12 only four channels (C1, C2, C3, and C4). There are two
bytes of the packet, the packet will not be recoverablekey advantages of our assignment strategy. First, it al-
with opportunistic overhearing. lows more efficient channel cycling than PIP’s method
by allowing to cycle good channels in pairs on consecu-
. ) tive pipeline stages. Second, it supports a longer pipeline
4.2 Channel Cycling & Channel Assign- it interference extends to several hops as observed in a
ment deployment on the Golden Gate Bridge [15]. However,
in our strategy, we need to ensure that we do not use pairs

Channel Cycling. Itis well-known that the quality of ¢ adjacent channels on consecutive pairs of stages as ad-
channels is a function of both temporal and spatial varijacent channels interfere with each other [29].

ations. To ensure that nodes do not keep using the same

(poor) channel, we use a different channel assignment In our current implementation of Splash, we choose
between different rounds of dissemination in order to rethe ZigBee channels in such a way that they are either
duce the impact of the bad channels. In the case wheneon-overlapping or only partially overlapping with the 3
the root transmits the same packet twice, by incorpoimost commonly used WiFi channels (channels 1, 6 and
rating opportunistic overhearing and channel cycling, all). On the testbeds which have network diameters not
node can potentially receive a packet 4 times, and posmore than 9 hops, we observed that Splash’s channel as-
sibly over 4 different channels. If the reception on onesignment strategy needs only four such ZigBee channels
of the channels is bad, the packet could possibly be sudo avoid any interference.



4.3 Exploiting Transmission Density Di-  n—1 out of then packets successfully) i§1— p)p"~1.
versity This likelihood is maximized when = ﬁ. We found
) ) in our experiments that is about 95% after the first two
We had shown in Section 3.1 that the effect of the numynds of dissemination, so in our current implementa-

ber of transmitters (transmission density) on receptionjon we seth = 20~ —-L
reliability for constructive interference does not follow

In(0.95) *
. - In the third round, the payload in each packet is the
a fixed trend but depends on the positions of the concur: pay P
rent transmitters relative to the receiver.

result of 20 randomly chosen packets XORed together.
o ) B o To minimize the overhead, we do not indicate the iden-

Our key insight is that we can explodiversity in
transmission density to improve reliability, not by at-

tities of the packets used in the XOR operations in the

A ) - . packet header. Instead, we use the sequence number of
tempting to determine the optimal number of transmit-y, packet as a seed for choosing these packets based
ters, but by transmitting the full data object twice using 5, 5 predefined pseudo-random function. This allows a
different transmission densities. In the first round, datg.qceiver to decode packets without any additional over-
is disseminated over the dissemination tree but only nonpeaq 1y addition, like the first round of dissemination,
leaf nodes are asked to transmit. Since typically MOr&nly non-leaf nodes participate in forwarding XORed
than 50% of nodes in a tree are leaf nodes even at thﬁackets in the third round.
lowest transmission power where the underlying network Naively,

. . X it might seem like it is sufficient to send
is connected [4], the number of concurrent transmitters |s% — 5% of the total number of packets. However, we

ing more transmitters, some nodes which were not reachygiaa we send all the original packets with each orig-
able in the first round might now be reached. Moreover; packet XORed with 19 randomly chosen packets
a higher node density is also he'Pf!“ In spec!ﬂc cases berhis ensures that every single packet is retransmitted at
cause of the capture effectas we discussed in Section 3.5t once, and it also means that the third dissemination

round is equivalent to the first two rounds in length.
4.4 XOR Coding We also considered using a fountain or rateless code
during the “regular” dissemination rounds instead of in-
After two rounds of dissemination using different trans- troducing a third round of simple XOR-coded dissemi-
mission densities, we observed in our experiments (semation. However, we decided not to do so because of the
Section 5) that a considerable percentage of the nodesssociated decoding costs. In the experiments with Rate-
(about 50%) received most but not all the disseminatedess Deluge [12], the decoding process can easily take
packets. This is a bad situation for local recovery be-more than 100 seconds for a 32-kilobyte data object. In
cause even though the number of missing packets magomparison, Splash can disseminate the same object in
be small, there would be significant wireless contentionabout 25 seconds with simple XOR coding.
if too many nodes attempted to recover the missing pack-
ets locally from their neighbors. This would significantly 45 L
: : o . ocal Recovery
reduce the gain achieved through constructive interfer-
ence by the first two rounds of dissemination. After three rounds of dissemination, typically about 90%

While it is possible to perform a few more rounds of of the nodes would have downloaded the complete data
simple dissemination, we found that the potential gainobject and most of the remaining nodes would have
was limited. This is because the missing packets are difdownloaded most of the object. This makes local recov-
ferent among the different nodes and the root has no wagry practical. Local recovery also allows the nodes to
of efficiently determining which exact packets are miss-exploit spatial diversity and non-interfering nodes indif
ing. If all packets are disseminated again, the overheaterent parts of the network can simultaneously recover
is very high with minimal gain. the missing packets from their neighbors.

This motivated us to use a third round of dissemination We implement a very simple CSMA/CA-based local
based on XOR coding instead. XOR coding is best suitedecovery scheme on the default Channel 26. As Splash
for recovering missing packets if a node already has mosfises an underlying collection tree protocol to build its
of the packets and only a small portion is missing. As-dissemination tree, a node will have link quality esti-
sume that a node already has a fractjpof the total mates for its neighboring nodes. A node with missing
packets. If the degree of the XOR packenigi.e. the  packets will send a bit vector containing information on
coded packet is constructed by performing an XOR op-the missing packets to a neighbor, starting with the one
eration om packets), then the likelihood that the packetwith the best quality link. If this neighbor has any of
is useful (i.e. that the receiving node had earlier receivedhe missing packets, it will forward these packets to the



requesting node; if not, the requesting node will ask theransmitting the command strobe can add to the variabil-
next neighbor. If a node reaches the end of its neighboity and cause desynchronization. In order to avoid this,
list and it still has missing packets, it will start query- we exploit the multiple SPI accesses capability of the
ing its neighbors afresh. Because the network is fullyCC2420 radio which allows register access and to send
connected, this local recovery procedure is guaranteestrobes continuously without having to re-enable the SPI.
to converge. Also, as most (about 90%) nodes alreadyJsing this feature, we enable the SPI only once at the be-
have the full data object, it converges quickly (see Secginning of a channel switching operation.
tion 5.2). We further minimize the number of in-between in-
structions to be executed by splitting the channel switch-
ing into two phases. In the first phase, we enable the SPI
access and communicate the address of the frequency
The key requirement for constructive interference is thacontrol register to the radio. In the second phase, we
nodes have to transmit the same packet at the same tim@/[ite into the register and transmit the command strobe
Glossy satisfies this requirement as a set of nodes receif0 start transmit calibration. The number of in-between
ing a packet are synchronized to the SFD (Start Framéstructions is minimized by the fact that we overlap the
Delimiter) interrupt from the radio hardware (Chip- first phase with the packet reception by the hardware.
Con2420 (CC2420)) signalling the end of the receptionThis way we execute only the second phase between the
of a packet. Splash is built upon the source code focompletion of the reception of a packet and the submis-
Glossy [9]. The challenge is to transform the Glossysion of the request for its transmission.
code into a dissemination protocol while retaining its ca- Accessing External Flash. Another important re-
pability to perform synchronized transmissions. quirement for a dissemination protocol is that the data
Channel Switching. First, we added the capability for object has to be written into the external flash because
switching channels for the pipelining operations. Upontypical sensor devices only have a small amount of RAM.
receiving a packet, a node switches its channel to thatn Splash, since a node is always either transmitting or
of its next hop nodes, transmits the received packet, anteceiving a packet at any given point of time, flash ac-
then switch back to its receiving channel to listen for thecess has to be overlapped with a radio operation, so we
next packet. Channel switching for transmission has tovrite a packet to the flash while it is being transmitted by
be performed only after completely receiving an incom-the radio. As flash access is faster than the radio trans-
ing packet and before submitting the transmit request tanission rate [8], the write operation completes before the
the radio for forwarding the received packet. The timeradio transmission and does not cause any synchroniza-
taken for channel switching cannot vary too much acrosgion issues.
nodes as such variations desynchronize their submission Handling GCC Compiler Optimizations. Although
of the transmit request. the arrival of the SFD interrupt indicating completion of
On the other hand, as the clocks of microcontrollersthe reception of a packet is synchronized across nodes,
are not synchronized across nodes, the time taken fdts service delay varies from node to node. The key im-
channel switching can vary from node to node. Ourplementation feature of Glossy is that each node executes
goal is to minimize such variations by enabling chan-a different number of “nop” assembly instructions based
nel switching by executing only a minimal number of on its interrupt service delay so that all the nodes sub-
instructions between the completion of the reception of amit a request to the radio hardware at the same time for
packet and the submission of the request for its transmisforwarding the received packet.
sion (forwarding). The most challenging problem faced during imple-
The operation of channel switching involves writing to mentation is the fact that the optimization feature of the
the frequency control register of the radio hardware andsCC compiler affects the service delay for the SFD in-
then calibrating the radio for transmission. The actionterrupt (perhaps for some other interrupts too). Without
of writing to a register in turn involves enabling the SPI enabling compiler optimizations, the resulting binary (a
(Serial Peripheral Interface) communication by pulling collection application coupled with Splash) was too large
down a pin on the radio, communicating the address ofo fit into a sensor device. However, with optimizations
the register to be written, writing into the register and enabled, minor changes to parts of the code could change
finally disabling the SPI access. Similarly, radio calibra-the service delay, making it difficult to set the number of
tion involves enabling the SPI, transmitting a command‘nop” instructions to be executed. However, this issue
strobe requesting for calibration and disabling the SPIcan be handled as changes to the code will change the
While the actual operations of calibration and registerminimum duration required for servicing the SFD inter-
access take more or less constant time, enabling the SPRUpt. While it is tedious, we can account for this change
twice, once for the register access and another time foby measuring the minimum service delay after making a

4.6 Implementation Challenges



change that affects the service delay. The same procd.1 Summary of Testbed Results
dure was followed in the development of Glossy.
The summary of our results on Indriya and Twist are
shown in Tables 2 and 3 respectively. For each exper-
5 Performance Evaluation imental run, we randomly picked a node as the root of
the dissemination tree. In the tables, “size” indicates
In this section, we present the results of our evaluationghe depth of the Splash’s dissemination tree, and R1, R2
carried out on the Indriya [3] and Twist [13] testbeds.  and R3 indicate the averagdiability per node after the
Indriya is a three-dimensional sensor network withfirst, second and third rounds of dissemination respec-
139 TelosB nodes spanning three floors of a bui|dingtive|y. By reliability, we refer to the fraction of the data
at the National University of Singapore. We Compareobject that has been successfully downloaded by a node.
Splash against TinyOS's DelugeT2, the de facto stanNrs-100% iS the proportion of nodes that have 100% of
dard data dissemination protocol for sensor networksthe disseminated data object after the third round. Recall
For Splash, a low power setting of -10 dBm is used tothat XOR coding is employed in the third dissemination
build the dissemination tree and the maximum transmisfound. R indicates the average reliability per node af-
sion power of 0 dBm is used for dissemination. Forter local recoveryTspiash is the time taken for Splash to
DelugeT2, we use the maximum transmission power ofomplete the dissemination, i.e. wherery node in the
0 dBm on Channel 26. We disseminate a 32-kilobytenetwork has successfully downloaded the entire data ob-
data object for both Splash and DelugeT2. ject. Similarly, Tpauget2+cTP: Tpeluget2ci, and Tpeuge
Splash has a data payload of 64 bytes in every packef'® the corresponding times taken for DelugeT2 with
We will show in Section 5.3 that the performance of Del- CTP, DelugeT2 as standalone golden image, and Con-
ugeT2 varies depending on the packet size, but there is nfdki’s Deluge respectively, to complete the dissemination
clear relationship between packet size and performance. Indriya Testbed. We observe from Table 2 that on av-
Also, the impact of packet size is relatively insignificant. erage Splash takes about 25 secondsTgg&n) to com-
In this light, we adopted the default payload size of 22plete the dissemination of a 32-kilobyte object, while
bytes for DelugeT2 in our experiments on Indriya, un-DelugeT2 coupled with CTP takes about 524 seconds.
less otherwise stated. Splash reduces dissemination time by an average factor
The Twist sensor testbed is deployed at the Berlinof 21.06 (93.68% reduction). Splash also outperforms
University and currently it has 90 Tmote Sky devices.DelugeT2 running as a standalone golden image by a
The experimental settings on Twist are similar to thatfactor of 12.43 (89.2% reduction). One obvious draw-
on Indriya, except for the following differences: first, back of DelugeT2 is that there is a large variation in its
we use a lower transmission power of -15 dBm to builddissemination time, ranging from 209 seconds to 1300
the dissemination tree for Splash, as Twist is a muctseconds. This is likely due to variations in the conditions
smaller deployment than Indriya. Second, instead of usof the default Channel 26 since DelugeT2 uses a fixed
ing TinyOS’s DelugeT2, we use Contiki’s Deluge. This channel. By using multiple rounds of dissemination, op-
is because to execute TinyOS’s DelugeT2, we need to exportunistic overhearing, and channel cycling, Splash is
ecute some tools on a machine connected to base-statignore resilient to variations in the channel conditions. In
nodes (root nodes) which is difficult in a case of a remoteparticular, a node in Splash has the potential to receive a
testbed like Twist. We retain default settings of Contiki’s packet up to 6 times, and more importantly, on up to 6
Deluge including 0 dBm transmission power and Chan-different channels. If the quality of one or two channels
nel 26. Moreover, its default payload size of 64 bytes isis bad, a packet can potentially be successfully decoded
also retained as Twist is a smaller deployment with stablen one of the other remaining channels.
links of good quality. We also observe that the dissemination time for Del-
We execute Splash as a part of Contiki collection pro-ugeT2 as golden image is usually less than DelugeT?2
tocol [16] and Splash accesses the collection protocol'svith CTP. This is because dissemination traffic in the
data in order to build the dissemination tree. We exe{atter case has to contend with CTP’s application traf-
cute DelugeT2 as a part of TinyOS collection protocol,fic. While Splash relies on Contiki's Collection Protocol
CTP [11] by coupling the DelugeT2 with the TinyOS’s to build its dissemination tree, like Glossy [9], Splash
standard “TestNetwork” application with its default set- disables all the interrupts other than the Start Frame De-
tings. We also compare Splash against DelugeT2 runkimiter interrupt during its three rounds of dissemination
ning as a standalone golden image (GI) without CTPwhere constructive interference is exploited. This means
Note that the standalone version is seldom used in pradhat any underlying application will be temporarily sus-
tice, as a dissemination protocol is only useful when coupended and most of the Splash'’s traffic will be served ex-
pled with a real application. clusively without interference from any application traf-



Table 2: Summary of results for 139-node Indriya testbed.

Splash DelugeT2
Tree No.  size R1 R2 R3  Nrs-100% R Tsplash | Tpduget2+cTP  Tpeluget2ai

[hops] | [%] [%] [%] [%] [%0] [sec] [sec] [sec]

1 5 8454 97.23 98.47 91.30 100.00 22.49 1300 924

2 6 86.52 96.91 98.58 92.03 100.00 22.61 286 160

3 7 76.68 94.62 97.80 86.23 100.00 23.18 209 286

4 7 88.02 96.12 97.78 92.75 100.00 23.74 218 158

5 9 76.97 93.65 96.69 81.88 100.00 23.86 649 180

6 7 76.73 95.27 98.16 89.86 100.00 25.98 610 160

7 7 80.75 9351 96.98 89.13 100.00 26.25 365 379

8 7 83.57 9443 96.01 87.68 100.00 26.89 377 277

9 5 82.46 95.26 97.47 85.51 100.00 28.09 676 313

10 8 84.28 9492 96.70 86.23 100.00 28.39 550 216
Average 82.05 95.19 97.46 88.26 100.00 25.15 524 305.3

Table 3: Summary of results for 90-node Twist testbed.
Splash Deluge
Tree No. size R1 R2 R3 NR3_100% Rir Tspiash (for a 32KB file) | Tpeuge (for a 2KB file)

[hops] | [%] [%] [%] [%] [%] [sec] [sec]
1 4 90.58 97.09 99.22 94.38 100.00 20.07 356.60
2 81.08 9470 99.31 92.13 100.00 20.19 431.48
3 4 86.53 96.19 98.00 91.01 100.00 22.79 351.67
4 4 78.64 9410 98.12 84.09 100.00 23.37 518.19
5 4 81.42 9395 97.98 89.89 100.00 23.41 467.00
6 4 78.04 9355 96.82 85.39 100.00 26.66 439.81
7 4 83.90 95.18 97.54 89.89 100.00 26.79 345.28
8 4 83.70 93.64 96.45 84.27 100.00 27.32 388.68
9 6 81.58 93.35 97.02 85.39 100.00 27.45 484.10
10 5 80.78 93.09 97.11 85.39 100.00 29.25 397.59
Average 82.62 9448 97.76 88.18 100.00 24.73 418.04

fic. On the other hand, because DelugeT?2 is built onindriya and Twist testbeds, which is higher than that
TinyOS services, it is not possible to completely dis-of all existing network-wide data dissemination proto-
able all the interrupts during its execution. DelugeT2 ascols [6, 5, 7, 10, 12, 30, 18, 14, 17] in the literature.
golden image provides us with the baseline performance Memory Consumption. Splash not only outperforms
without interference from application traffic. Note that DelugeT2 in terms of speed, it is also much more effi-
application suspension in Splash is not a problem agient than DelugeT2 in terms of memory usage. Splash
most sensor applications have no real-time requirementsequires only 11.38 kilobytes of ROM and 0.13 kilobytes
Moreover, interrupts are re-enabled long before the comef RAM whereas DelugeT2 requires 21.01 and 0.81 kilo-
pletion of dissemination, before starting the round of lo-bytes of ROM and RAM respectively. Hence, Splash
cal recovery that dominates the dissemination time (seeses 9.63 kilobytes of ROM and 0.68 kilobytes of RAM
Fig. 7). Applications are suspended for only about 8.2less than DelugeT2. Given that it is not uncommon for
seconds while disseminating the 32-kilobyte object. sensor devices to have only about 48 and 10 kilobytes of
Twist Testbed. As shown in Table 3, Splash’s per- ROM and RAM respectively, these are significant sav-
formance on Twist is similar to that on Indriya. It takes ings in memory, that will be available for use by sensor
about 25 seconds on average to complete the disseméypplications.
nation of a 32-kilobyte object. On the other hand, be- Comparisonto Existing Protocols. Because we were
cause the Contiki implementation of Deluge is less effi-not able to obtain the code for the state-of-the-art dissem-
cient, it takes about 418 seconds to disseminate a mudhation protocols ECD [6] and MT-Deluge [10], we used
smaller object of 2 kilobytes. Note that Contiki Del- an indirect method to compare Splash against them and
uge is a thin implementation with minimal function- other existing dissemination protocols [5, 12, 30, 18]. It
ality that allows only minimal changes to its settings. turns out that these protocols are all evaluated against
Hence, Splash is able to significantly outperform Con-Deluge and so we have a convenient common baseline
tiki's Deluge even when disseminating a data object thatvith which to compare against without having to im-
is 16 times larger. Splash effectively achievewgvork- plement and evaluate them individually. We present the
wide goodput of above 10 kilobits/sec per node on bothrelative performance of Splash to these protocols in Ta-



Table 4: Comparison of Splash to existing protocols. Table 5: Proportion of nodes with 100% reliability before
and after the third round of XOR coding on Indriya.

Protocol No. of File Reduction
nodes | size [KB] factor Tree No. | Before XOR | After XOR

MNP ([18], 2005) 100 5 1.21 1 57.25 91.30
MC-Deluge ([30], 2005) 25 24.3 1.6 2 50.72 92.03
Rateless Deluge ([12], 2008) 20 0.7 1.47 3 21.74 86.23
ReXOR ([5], 2011) 16 4 1.53 4 33.33 92.75
ECD ([6], 2011) 25 10 1.44 5 9.42 81.88
MT-Deluge ([10], 2011) 20 0.7 2.42 6 26.09 89.85
Splash 139 32 21 7 23.91 89.13
8 47.10 87.68
ble 4. In the fourth column, we present the reduction 190 ié'gg Sg'gé
factor achieved by each of these algorithms compared to AV 36.96 88.26

Deluge. It is evident that Splash’s performance is signif-
icantly better than that of the state-of-the-art protocols o o
Not only is Splash faster by an order of magnitude, butdata object is more than doubled. Similar results were
we also achieve this improvement on a larger testbed angPserved on the Twist testbed.

with a bigger file than all the previous algorithms. Note To validate our hypothesis that XOR's effectiveness

also that most of the results for the existing protocols incomes from helping the nodes that already have most of
Table 4 are compared against classical Deluge (Delugte packets, we plot in Fig. 5(a) the average number of

2.0 of TinyOS 1), which is in fact slower than DelugeT2, nodes per tree found in the three different bins of reliabil-
against which we have Compared Sp|ash |ty for |ndriya, nam8|y<90%, between 90% and 100%,

Energy Consumption. Duty cycling is typically and 100%. We see that before the third dissemination
adopted by app”cations that transmit a data packet Onc@)und, there are about 20 nodes in the first bin with relia-
in a while, and not for dissemination that involves trans-Pility less than 90% and 67 nodes in the second bin with
fer of |arge amounts of data [25] AS duty_cyded trans- rellablllty between 90% and 100%. XOR COding is able
missions involve a large overhead such as the transmig0 move most of these nodes in the first 2 bins into the
sion ofa |0ng preamb'e before Sending every packet [22]t’h|rd bin with 100% rel|ab|l|ty In particular, XOR cod-
they make dissemination significantly more expensive inng can reduce the size of the second bin from 67to 7, to
terms of both time and energy_ This drives most of thegiVe atotal Of 122 nOdeS in the 100% b|n S|m||a.r resu|tS
dissemination protocols in the literature [14, 12, 5, 6, 10,were observed on the Twist testbed.

30] to keep the radio awake during dissemination as re- For the 32-kilobyte file that we used in our experi-
quired in Splash. Therefore, energy consumption is diiments, we XOR coded and transmitted each of the 500
rectly proportional to the dissemination time. This meanspackets (with a packet payload size of 64 bytes) consti-
Splash reduces energy consumption by the same factauting the file. One pertinent question is whether we can
by which it reduces dissemination time. do with fewer packets since an XORed packet already
contains the information of 20 packets. In Fig. 5(b),
we present a plot oNrs 1009 against the number of
XOR coded packets transmitted, averaged over five ex-
In order to achieve a high reliability, Splash incorporatesperimental runs on different dissemination trees. Note
four key techniques: (1) XOR coding; (2) transmissionthat only about 37% of the nodes have downloaded the
density diversity; (3) opportunistic overhearing; and (4) Whole file after the first two rounds of dissemination. Itis
channel cycling. We now evaluate the contribution of clear from Fig. 5(b) that 100 packets is not enough, and
these techniques together with local recovery. that there is a significant improvement Niks—1009% as

XOR Coding. We employ XOR coding in the third We transmit more coded packets until about 400 packets.
round of dissemination. The goal of using XOR coding From 400 to 500 packets, we obtain only a smallincrease
is to significantly increase the number of nodes that sucof about 2% inNrs_100% (about 3 nodes). While the im-
cessfully receive the entire file so that local recovery will Provementis small, since local recovery over CSMA/CA
be much more efficient. We present the proportion ofcan be eXpenSive, we decide to transmit all the 500 coded
nodes that achieve a reliability of 100% before and af-Packets for completeness since the extra 100 transmis-
ter the third round of XORed dissemination on Indriya Sions take only an extra 0.56 seconds.
in Table 5. The largest improvement was observed for Transmission Density Diversity. To understand the
the fifth tree where the use of XOR coding increases theffectiveness of our attempt to exploit transmission den-
percentage of nodes having the full object from 9.42% tosity diversity, we disseminate a 32-kilobyte data object
81.88%. On average, the number of nodes with the fulithout the leaf nodes transmittindRgund-1). Imme-

5.2 Contribution of Individual Techniques
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Figure 5: Contributions of XOR coding and transmission dgrthversity.

Table 6: Performance of Splash with and without oppor-during local recovery Nirpts) together withNrs_100%

tunistic overhearing. andTspiash. We found thalspae is increased by 8.6 sec-
_ _ _ _ onds on average when opportunistic overhearing is not
- Nlrpk\:llltSRg\—/i:ﬂ/eoa”?Sgplash N”\:)‘Q:hl‘\’l:zf’l‘ﬁzea;‘sz; employed. Quite clearly, this is because the number of
[sec] [sec] corrupted/missed packet s is typically larger when
1860 78.99 28.28 | 5536 79.71 44.07 there is no overhearing, as observed on the first four of

1433 89.13 23.64 | 2415 84.06 36.19 the five considered trees. In the case of the fifth tree,
1876  89.13  27.00| 2531 8551  34.98|  \ye found that overhearing did not lead to a smaller num-
420  93.48 21.94 | 1529  90.58 24.73 .

1356 90.58 2268 | 1131 8333 26.75 ber of corrupted/missed packélgs. However, Splash
Avg. | 1389 88.26 24.71 | 2628.4 84.64 33.34 with overhearing is still faster because the proportion

of nodes that have downloaded the full data object af-

diately after that, the object is disseminated again buf€" 3 dissemination roundslgs-100%4 is larger. In other
with all the nodes transmittingRound-2). Finally, we words, overhearing helps not just by increasing the like-

repeated the transmission without the leaf nodes trandinood that packets are transmitted successfully, it also
mitting (Round-3). This approach allows us to determine helps by ensuring that more nodes have downloaded the

whether a node gains from a low transmission density of°MPplete file.
a node gains from a high transmission density. The same Channel Cycling. In order to evaluate the effective-
channel assignment is used for all three rounds. ness of channel cycling, we compare Splash with channel
We run this experiment five times on a disseminationcycling against Splash without channel cycling i.e., by
tree. As an illustration, we present the reliability ob- using the same channel assignment in all three dissemi-
served on four nodes in each of the three rounds of an ex2ation rounds. We plot the resulting performance for five
perimental run in Fig. 5(c). Nodes 1 and 2 benefit from adissemination trees on Indriya in Table 7. Without chan-
low transmission density (without leaves) as the achievedt€l cycling, there is a drop in both reliability (R3) and
reliability is higher in the first and third rounds of dissem- the percentage of nodes having the full data object after
ination. On the other hand, nodes 3 and 4 benefit fronthe third round of disseminatiorNgs-100%). In addi-
a high transmission density with all nodes transmitting.tion to better average-case performance, we also see that
On average, we found that 38.7% of the nodes benefighannel cycling can significantly reduce the variance in
from a low transmission density and achieve higher reli-performance. We see thap ash varies between 22.49 s
ability than that for the higher transmission density. Theand 28.39 s with channel cycling, while it varies between
proportion of nodes that benefit from a high transmission26.24 s and 45.08 s without.
density is lower, about 18.1% achieve higher reliability at L ocal Recovery. After three rounds of dissemination,
the higher transmission density compared to that for theabout 88% of the nodes would have successfully received
lower transmission density. Nevertheless, the key insighthe entire data object on average on both of the testbeds
is that by varying the number of transmitters between(see ColumrNgs_100% in Tables 2 and 3). In Fig. 6,
transmission rounds, different sets of nodes will corgectl we plot the CDF of the reliability of those nodes that
decode packets over different transmission rounds. did not successfully receive the complete file after three
Opportunistic Overhearing. Table 6 compares the rounds of dissemination. We see that among these nodes,
performance of Splash with and without opportunisticonly about 3% and 1% have less than 10% of the data
overhearing on five dissemination trees on Indriya. Theon Indriya and Twist respectively. About 40% have at
table shows the total number of packets to be recoverelbast 90% of the data object. In Fig. 7, we present the
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Table 7: Performance of Splash with and without channelTable 8: Performance of Splash for two different payload

cycling. sizes.
With cycling Without cycling 64 bytes 117 bytes
No. R3 NR3-100% TSpIash R3 NR3-100% TSpIash R1 R2 R3 Nrs-1000d R1 R2 R3 Nr3—100%)
[sec] [sec] 85.12 96.82 98.68 92.03| 78.19 91.60 9447 78.26
1 | 96.98 89.13 26.25 | 92.33 76.81 45.08 86.35 96.64 98.30 91.30| 80.58 92.04 93.52 78.99
2 | 98.16 89.86 25.98 | 9556 86.23 26.24 89.41 96.90 98.83 93.48| 81.91 94.65 96.45 82.61
3 | 96.69 81.88 23.86 | 92.15 73.19 34.79 84.64 96.20 97.67 88.41| 78.96 9259 9520 82.61
4 | 98.47 91.30 2249 | 91.86 79.71 34.58 84.49 96.99 98.29 89.13| 72.08 87.54 90.35 70.29
5 | 96.70 86.23 28.39 | 95.61 85.51 31.51 86.00 96.71 98.35 90.87 | 78.34 91.68 9400 7855
Avg. | 97.40 87.68 2539 | 9350 80.29 34.44
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‘2" ‘ ‘ ‘ of 128 bytes) for five dissemination trees on Indriya
10 15 20 2 30 in Table 8. As expected, reliability decreases with the

File size (K8) larger payload size, so we set the default payload size for

Breakdown of completion time for different SPlash to 64 bytes.

It is known that the performance of DelugeT2 varies
with packet size [2], so in order to compare Splash fairly
time taken for local recovery for data objects of differentto DelugeT2, we also investigated the performance of
sizes on Indriya. We also present the time taken for thedelugeT2 for different payload sizes. We constructed 10
first three rounds of dissemination and the completiorrandom dissemination trees on Indriya, and on each of
time on the same graph. As expected, the time spent ithem we disseminated a 32-kilobyte object using Splash
the first three rounds increases linearly with the objectand DelugeT2 configured with payload sizes of 22 bytes
size whereas time taken for local recovery is not strictly(default), 64 bytes, and the maximum value of 107 bytes.
linear due to the variations in the number of packets to bave ensured that Splash and the three versions of Del-
recovered and the randomness involved in CSMA/CA. ugeT2 were executed back-to-back on each of the dis-
semination trees so as to minimize the temporal varia-
53 Effect of Packet Size tions in channel cor_1diti(_)ns across these executions. The

results are shown in Fig. 8. For DelugeT2, we found
It is well-known that the reliability of constructive inter that while there was some variation in the average dis-
ference decreases as packet size increases [9, 28]. Bemination times depending on the payload size and the
justify our choice of 64 bytes for the Splash payload, payload size that achieves the best performance depends
we compare the performance of Splash for the defaulon the actual network conditions, the differences in per-
payload size against the maximum possible payload sizéormance are not significant, at least not when compared
of 117 bytes (which results in a maximum-sized packetto the dissemination times achieved by Splash.

Figure 7:
file sizes.



6 Conclusion [12]
We propose Splash, a fast and scalable dissemination
protocol for wireless sensor networks, that exploits con-
structive interference and channel diversity to achievém]
speed and scalability. To achieve high reliability, Splash
incorporates the use of transmission density diversity,
opportunistic overhearing, channel-cycling, and XORI[4]
coding. We demonstrated with experiments on two large
multihop sensor networks that Splash can achieve an OFig)
der of magnitude reduction in dissemination time com-
pared to state-of-the-art dissemination protocols.
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