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ABSTRACT
As the use of machine learning (ML) models is becoming increasingly popular in many real-world applications, there are practical challenges that need to be addressed for model maintenance. One such challenge is to ‘undo’ the effect of a specific subset of dataset used for training a model. This specific subset may contain malicious or adversarial data injected by an attacker, which affects the model performance. Another reason may be the need for a service provider to remove data pertaining to a specific user to respect the user’s privacy. In both cases, the problem is to ‘unlearn’ a specific subset of the training data from a trained model without incurring the costly procedure of retraining the whole model from scratch. Towards this goal, this paper presents a Markov chain Monte Carlo-based machine unlearning (MCU) algorithm. MCU helps to effectively and efficiently unlearn a trained model from subsets of training dataset. Furthermore, we show that with MCU, we are able to explain the effect of a subset of a training dataset on the model prediction. Thus, MCU is useful for examining subsets of data to identify the adversarial data to be removed. Similarly, MCU can be used to erase the lineage of a user’s personal data from trained ML models, thus upholding a user’s “right to be forgotten”. We empirically evaluate the performance of our proposed MCU algorithm on real-world phishing and diabetes datasets. Results show that MCU can achieve a desirable performance by efficiently removing the effect of a subset of training dataset and outperform an existing algorithm that utilizes the remaining dataset.

CCS CONCEPTS
• Computing methodologies → Machine learning.

1 INTRODUCTION
While there has been a rapid increase in machine learning (ML) applications, they often require accurately labeled datasets to achieve competitive performance. This is also common in the security domain where supervised classifiers are built for threat detection (e.g., for detecting phishing attacks [9, 39–43], malware and malicious communications [10–12, 47, 48, 51, 55]). However, even with significant and costly human verification [1, 45], these datasets are prone to errors and poisoning attacks. For example, in the case of phishing, attackers often host the phishing pages on compromised sites [53] which are taken down and handed over to the website owners when detected. Thus, due to the short life cycle of phishing attacks [15, 50], not all URLs gathered from a feed (e.g., OpenPhish [6] or PhishTank [7]) correspond to valid phishing webpages. Such errors inadvertently corrupt the dataset with wrong labels. This undesirable outcome can also be caused by an adversary that deliberately injects malicious data into a training dataset [32, 38, 57] (e.g., see [56] for backdoor poisoning attack against malware classifiers), thereby degenerating the model performance. A straightforward solution is to retrain the model from scratch after removing the unwanted (erroneous or malicious) data from the training dataset. But, such an approach is not practical as it incurs a significant amount of time and storage, especially when the remaining dataset (after removing the unwanted data) is large. Besides, as discussed below, since user privacy is of paramount importance, retaining data is not an option in all use cases [29].

While the above settings assume that the set of unwanted data is given, there is also a related and important problem of identifying the subset of training data that is malicious (or erroneous) by examining a number of subsets of data. This problem arises when the training dataset is formed using different subsets acquired from multiple sources: For example, phishing URLs and malicious domains can be obtained from multiple sources such as OpenPhish [6], PhishTank [7], APWG [5], URLhaus [8], Anomali [4], and other commercial as well as open source threat intelligence feeds. Among these subsets of training data, the objective is to examine whether there exists a subset of malicious data. We consider the approach of analyzing the model prediction after removing a subset of the training data. In particular, a subset of the training data is potentially malicious if removing it from the model increases the accuracy in the model prediction (e.g., on a test set). Due to the vast number of the subsets of a training dataset to be examined, it is not practical to
retrain the model numerous times to identify the effect of removing each subset on the model prediction. This problem is also important when we want to apportion credit between different network analysts that label different parts of the data.

The problem of removing a subset of the training dataset from a trained model also arises in the domain of user privacy. In particular, a company or service provider needs to remove a user’s personal data when she would like to exercise the “right to be forgotten” [58]. The data points are not only stored in the database (which can be easily deleted), but they are also used to train ML models, thus forming the data lineage [19]. Therefore, to respect the privacy of a user, it is important that her data’s lineage is also erased from the trained ML models upon request. Since the number of users who demand their data to be removed (e.g., those who stop using a service from a company) is often much smaller than that of the remaining users (e.g., active users of the service), retraining the model from scratch by excluding the erased data is prohibitively expensive. Furthermore, in some cases, the majority of the user data may not be accessible due to storage limitations or policies restricting the retention period of data.

Note that, while there exist approaches to learn with noisy labels [13, 31, 52], they address a problem different from what we have discussed above. The above scenarios highlight a common problem of removing the effect of a subset of the training dataset from a model without retraining the model from scratch, which is called machine unlearning (MU) [19, 24, 28, 30, 49]. When the accuracy of the model after being unlearned is not crucial, the approach of analyzing the model prediction after removing a subset of the training data is also investigated in the interpretable ML literature [37, 38].

Contribution: In this work, we address the problem of unlearning, under the assumption that there are samples of the model parameters which estimate the posterior belief of the model parameters well. In particular, we employ a Markov chain Monte Carlo (MCMC) algorithm to draw these samples. Hence, our novel proposed approach is named MCMC-based machine unlearning (MCU). It can efficiently unlearn a trained model from different subsets of the training dataset. The key component of MCU is a candidate set of the model parameters such that the parameters of the model retrained on the remaining dataset (i.e., the naively retrained model) are close to a candidate in the candidate set (Section 4.1).

We also assume that the subset of the training data to be erased is small relative to the whole training dataset, which means that the change in model parameters by removing the subset is small. Hence, the posterior probability of the retrained model parameters given the training dataset should be sufficiently large. This is the rationale behind our selection of the candidate set as the set of MCMC samples drawn from the posterior belief of the model parameters given the training dataset. The candidate set is equipped with auxiliary values based on the importance sampling technique that are useful in performing unlearning (Section 4.2). We further relax our assumption on the small change of the model parameters by proposing an enlarged candidate set based on a flattened distribution (Section 4.3). Additionally, MCU can be used to explain the effect of a subset of training data on the model prediction (Section 5).

We also show that MCU does not suffer from an important pitfall of catastrophic unlearning (Section 6) known to affect MU algorithms.

We empirically demonstrate the advantage of MCU with the enlarged candidate set in three scenarios—removing user’s personal data, removing unwanted data, and interpreting the model prediction with respect to subsets of the training data. Note, since MCMC faces difficulty in high dimensional problems [14, 16], our experiments are conducted on problems of moderate dimensions where the above assumption holds, i.e., the MCMC samples estimate the posterior distribution of the model parameters well. Nonetheless, we perform extensive experiments using both synthetic and real-world datasets, the latter of which include the Pima Indians diabetes dataset and a phishing webpage detection dataset (Section 7). Results show that our proposed enlarged candidate set improves the performance of MCU significantly. Furthermore, while not using the remaining dataset during unlearning, MCU with an enlarged candidate set can outperform an existing MU algorithm [26, 27] that however utilizes the remaining dataset in its unlearning procedure.

To the best of our knowledge, MCU is the only work on MU for MCMC algorithms without using the remaining dataset.

2 RELATED WORKS

The pioneering work [19] addresses the MU problem for statistical query learning [36] which includes several ML algorithms such as naive Bayes classifier, support vector machine, and k-means clustering. However, they are required to have a summation form. To perform unlearning, the erased data are simply subtracted from the summations and the model is updated. The work of [17] proposes to divide the training dataset into multiple shards, each of which is trained with a different model. By assuming that the erased dataset belongs to a small number of shards, the computation required in retraining models is reduced. Another class of research works [26, 27, 33] utilize the notion of an influence function [23, 38] to unlearn a model from a datum (i.e., an individual data point). In particular, the work of [33] can unlearn logistic regression models, while that of [26, 27] can unlearn Bayesian models such as those obtained from MCMC algorithms. However, since the influence function is based on the first-order Taylor approximation, these unlearning algorithms are only accurate when there is a small change in the model (e.g., erasing a datum from a large training dataset), which makes them less practical for real-world use. Other works focus on unlearning specific learning algorithms such as k-means clustering [30] and variational inference [49].

3 BACKGROUND

3.1 Machine Unlearning

We focus on supervised learning problems where the training dataset consists of input and class-label pairs. ML models are used to capture the conditional probability \( p(y|x, \theta) \) of a label \( y \) given an input \( x \), and the model parameters \( \theta \). Let the training data be denoted by \( \mathcal{D} \triangleq \{(x_i, y_i)\}_{i=1}^n \). Given the training dataset, we would like to find the maximum a posteriori (MAP) estimate of the model parameters. In other words, the optimal model parameters \( \theta_D \) maximize the posterior probability \( p(\theta|\mathcal{D}) \) of the model parameters given the training data:

\[
\theta_D \triangleq \arg \max_{\theta} \log p(\theta|\mathcal{D}) = \arg \max_{\theta} (\log p(\mathcal{D}|\theta) + \log p(\theta)) \tag{1}
\]
where \( p(D|\theta) \) and \( p(\theta) \) are the likelihood and the prior, respectively. The data points are assumed to be conditionally independent given the model parameters, which holds for many ML models such as regression models and feed-forward neural networks:

\[
\log p(D|\theta) = \log \prod_{i=1}^{n} p(y_i|x_i, \theta) = \sum_{i=1}^{n} \log p(y_i|x_i, \theta).
\]  

(2)

Let us consider the machine unlearning scenario where we would like to remove the effect of an erased dataset, denoted by \( D_e \subset D \), from a trained model specified by \( \theta_D \) [19]. Recall that \( \theta_D \) is the MAP estimate of the model parameters given the training data \( D \). It is obtained by maximizing the log posterior probability of \( \theta \) given \( D \) (Eq. (1)). When the erased dataset \( D_e \) is relatively large compared to the remaining dataset, denoted by \( D_r = D \setminus D_e \) (obtained by removing the erased dataset \( D_e \) from \( D \)), retraining the model from scratch using the remaining dataset \( D_r \) is a possible solution, i.e., finding

\[
\theta_{D_r} \triangleq \operatorname{argmax}_{\theta} \log p(\theta|D_r).
\]

In most practical scenarios, the erased dataset \( D \) is small relative to the size of entire dataset \( D \). For example, whether it is applying unsupervised deep learning models to detect anomalies in network traffic [48] or removal of user data (lineage) from existing trained models, \( D_e \) is typically much larger than \( D_r \). Therefore, retraining the model on \( D_r \) from scratch can be inefficient in terms of computational time and impractical in terms of storing data indefinitely due to both storage constraints and/or regulatory policies. Also, note that when \( D_r \) is small, the difference between the parameters \( \theta_D \) of the model trained on \( D \) vs. the parameters \( \theta_{D_r} \) of the model trained on \( D_r \) is less drastic. Hence, MU algorithms can achieve a more efficient solution without resorting to the naive approach of retraining with the remaining data \( D_r \) [19].

Given the likelihood function and the prior distribution in Eq. (1), let us review a stochastic approximation method of the posterior distribution \( p(\theta|D) \) of the model parameters given the training dataset called the Markov chain Monte Carlo (MCMC) sampling. It will be used to construct the candidate set in our proposed MCU algorithm later in Section 4.1.

### 3.2 Markov Chain Monte Carlo

Markov chain Monte Carlo (MCMC) algorithms are used to draw samples from a target distribution when directly sampling from it is difficult and only a function that is proportional to its density function is available [18]. These algorithms are particularly useful in drawing a set of samples to approximate the posterior distribution of a random variable in Bayesian models. In the context of our work, MCMC algorithms allow us to acquire a set of model parameters that are likely to be close to the retrained model parameters \( \theta_{D_r} \), without the knowledge of the erased dataset \( D_e \) (or \( D_r \)), as explained later in Section 4.1.

Consider the ML model in the previous section that is parameterized with parameters \( \theta \). Given the likelihood of the training dataset \( p(D|\theta) \) and the prior distribution \( p(\theta) \), the posterior distribution of \( \theta \) given the training data \( D \) is obtained with the Bayes’ rule:

\[
p(\theta|D) = \frac{p(D|\theta)p(\theta)}{p(D)} \propto p(D|\theta)p(\theta).
\]  

(3)

### Algorithm 1 Metropolis-Hastings Algorithm

1. **Input:** \( f(\theta) = p(D|\theta)p(\theta) \), proposal density \( g(\theta'|\theta) \), initial sample \( \theta_0 \), number of samples \( M \)
2. for \( i = 1, 2, \ldots, M \) do
3. Draw a proposed sample \( \theta' \) from \( g(\theta'|\theta_{i-1}) \)
4. Evaluate the acceptance ratio:
   \[
   \beta = \frac{f(\theta')}{f(\theta_{i-1})} = \frac{p(D|\theta')p(\theta')}{p(D|\theta_{i-1})}.
   \]  
5. Draw a uniform random number \( u \in [0, 1] \).
6. if \( u \leq \beta \) then
   - Accept sample with prob. min(\( \beta, 1 \))
   - \( \theta_i = \theta' \)
7. else
   - Reject proposed sample
   - \( \theta_i = \theta_{i-1} \)
8. end if
9. end for
10. return \( \{\theta_i\}_{i=1}^{M} \)

While the prior distribution \( p(\theta) \) and the likelihood \( p(D|\theta) \) are often available from the model, it is difficult to evaluate the marginal likelihood (or the evidence) \( p(D) = \int p(D|\theta)p(\theta) \, d\theta \), e.g., when \( p(\theta) \) is not a conjugate prior for the likelihood function \( p(D|\theta) \). On the other hand, MCMC algorithms are still able to generate the samples of this target distribution \( p(\theta|D) \) using \( p(D|\theta)p(\theta) \) (which does not involve \( p(D) \)) as this function is proportional to the posterior distribution density \( p(\theta|D) \), as seen in Eq. (3).

MCMC algorithms construct a Markov chain whose equilibrium distribution is the target distribution, e.g., \( p(\theta|D) \). A classic MCMC method is the Metropolis-Hastings (M-H) algorithm described in Algorithm 1 [34, 44]. The algorithm constructs a Markov chain starting from an initial sample \( \theta_0 \) that can be selected arbitrarily. The proposal density \( g(\theta'|\theta) \) is used to draw the next sample given the current sample. It is chosen as a symmetric distribution centered at the current sample such as a Gaussian distribution. Then the next sample is accepted with the probability \( \min(\beta, 1) \) where \( \beta \) is the acceptance ratio in Eq. (4). As the target distribution is only approximated well by the equilibrium distribution of the Markov chain, several initial samples are often discarded (which are called burn-in samples).

Nonetheless, the M-H algorithm requires a large number of samples to approximate the target density well if the acceptance ratio is low. There have been several MCMC methods that improve the sampling efficiency for a target density of a moderately high dimensional random variable by utilizing the Hamiltonian dynamics such as the Hamiltonian Monte Carlo (HMC) [16, 46] and the no-u-turn sampler [35]. There are also methods scalable to large datasets by relying on the stochastic gradients [20, 59, 60] and a symmetric splitting integration scheme for HMC [22]. It is noted that we do not focus on addressing these issues of MCMC in this work. The main focus of our work is to design a MU algorithm given a set of MCMC samples that approximate the posterior distribution well.

While MCMC algorithms have been popular methods to draw samples from a target distribution in many ML applications, there are also certain cases such as those in our MCU approach where we would like to obtain a set of samples representing a distribution from another set of samples representing a similar yet different
distribution, by assigning weights to these samples. This technique is called importance sampling. In particular, we will employ importance sampling to transform the set of MCMC samples representing the distribution $p(\Theta|D)$ to an approximation of the distribution $p(\Theta|D_e)$ in Section 4.2 and Section 4.4.

3.3 Importance Sampling

Suppose we are interested in estimating the mean of a random variable $f(x)$ where $x$ follows a distribution specified by $p(x)$. It can be estimated by:

$$\mathbb{E}[f(x)] \doteq \int f(x) p(x) \, dx \doteq \frac{1}{|\mathcal{X}|} \sum_{x \in \mathcal{X}} f(x) \tag{4}$$

where $\mathcal{X}$ is a set of samples of $x$ drawn from the distribution specified by $p(x)$.

However, the problem arises when it is difficult to draw samples from the distribution specified by $p(x)$. In such case, if there exists a distribution specified by $q(x)$ from which samples of $x$ can be drawn easily, then importance sampling is a popular technique to estimate $\mathbb{E}[f(x)]$ using a set $\mathcal{X}'$ of samples drawn from the distribution specified by $q(x)$:

$$\mathbb{E}[f(x)] \doteq \int q(x) \frac{p(x)}{q(x)} f(x) \, dx \doteq \frac{1}{|\mathcal{X}'|} \sum_{x \in \mathcal{X}'} \frac{p(x)}{q(x)} f(x) . \tag{5}$$

As an illustration, Figure 1 shows that the samples $x \in \mathcal{X}'$ with the weights defined as the density ratio $p(x)/q(x)$ are able to represent the distribution specified by $p(x)$. The plots of $p(x)$ and $q(x)$ are shown in Figure 1a. We observe that the two densities are different, so their samples are distributed differently. Suppose we cannot draw samples from $p(x)$ and we only draw samples from $q(x)$. Using the importance sampling technique, we can obtain a set of weighted samples that represent the distribution specified by $p(x)$ from the set of samples of the distribution specified by $q(x)$. In particular, the samples from the distribution specified by $p(x)$ are weighted with the density ratio $p(x)/q(x)$ (in a similar fashion to Eq. (5)). We observe in Figure 1b that the histogram of the weighted samples obtained from importance sampling can represent the distribution specified by $p(x)$.

4 MCMC-BASED MACHINE UNLEARNING

We first define the threat model, and then explicitly and formally define the problem of machine unlearning. Common notations used in this paper are listed in Table 1.

**Threat model.** This work considers two classes of threats in ML systems. (a) A subset of the data used for training is malicious or poisoned by an adversary. This essentially means part of the labels provided as ground truth is wrong. This can happen due to errors in data collection and labeling, but could also be the result of an adversarial attack [32, 38, 56, 57]; both are relevant as they affect model performance, in terms of classification accuracy. (b) The second class of threats comes from how an ML model needs to be maintained to respect user privacy. A user exercising her right to withdraw the use of her data for any purposes previously agreed to, requires the ML model to erase the data lineage corresponding to the user. To examine whether a model has unlearned a given user’s data lineage, we need to evaluate the performance of the unlearned model on the user’s data. Contrary to the traditional objective of achieving higher accuracy, note that the unlearned model can have lower classification accuracy of the erased dataset.

**Problem Definition.** The problem is to remove the effects of a set $D_e$ of unwanted data (also referred to as erased dataset) in a model trained on $D \supset D_e$, by finding an approximation of the model parameters $\Theta_{D_e}$, without involving the costly procedure of retraining the model on $D \supset D_e$. We make the assumption that the size of the erased dataset $D_e$ is relatively small compared with that of the training dataset $D$.

**Overview of MCU.** We approach the problem by constructing a candidate set $\Theta$ of the model parameters that is close to the parameters $\Theta_{D_e}$, without the knowledge of $D_e$ (or $D_{e}$) (Section 4.1). While the construction of $\Theta$ involves running an MCMC algorithm, it is pre-computed before the unlearning procedure because it does not require the knowledge of $D_e$. Therefore, given a dataset $D_e$ to be erased from the trained model, the pre-computed $\Theta$ (and its pre-computed auxiliary values) can be used to unlearn the model quickly (Section 4.2). We further enlarge the candidate set so that the chance it is closer to the parameters $\Theta_{D_e}$ increases; this is achieved through the introduction of the enlarged candidate set by flattening the posterior distribution $p(\Theta|D)$ (Section 4.3). Due to the difference between the flattened distribution and $p(\Theta|D)$, importance sampling (Section 3.3) is utilized to perform unlearning with this enlarged candidate set (Section 4.4).

4.1 Candidate Set of Unlearned Parameters

Let us consider a discrete set $\Theta$ which we refer to as the candidate set of unlearned model parameters. This set $\Theta$ is constructed without the knowledge of the erased dataset $D_e$. The intention in the
While the constructed candidate set $\mathcal{H}$ (unknown when $\Theta$ is constructed) are close to a candidate in $\Theta$.

As $\mathcal{D}_r$ is unknown during the construction of $\Theta$, we rely on the assumption that $\mathcal{D}_r$ is relatively small compared with $\mathcal{D}$. Therefore, after unlearning the model (with parameters $\theta_{\mathcal{D}_r}$) trained on $\mathcal{D}$ from $\mathcal{D}_c$, we assume that the obtained model parameters $\theta_{\mathcal{D}_r}$ do not differ much from $\theta_{\mathcal{D}_c}$. Furthermore, $\theta_{\mathcal{D}_r}$ is the MAP estimate of the model parameters given $\mathcal{D}$, $\theta_{\mathcal{D}_r}$ is the mode of the posterior distribution of $\theta$ given $\mathcal{D}$ (see Section 3.1). As a result, from our assumption that the model parameters $\theta_{\mathcal{D}_r}$ do not differ much from $\theta_{\mathcal{D}_c}$, $\theta_{\mathcal{D}_r}$ does not differ much from the candidate set of $\theta$ given $\mathcal{D}$. In other words, the posterior density $p(\theta_{\mathcal{D}_r}|\mathcal{D})$ is sufficiently large.

Hence, in order to construct the candidate set $\Theta$ that is likely to contain the parameters of the model unlearned from $\mathcal{D}_c$, we would like to construct $\Theta$ as the set of model parameters $\theta$ with high posterior probability densities $p(\theta|\mathcal{D})$. To this end, we propose to use MCMC methods to draw samples from the posterior distribution of $\theta$ given $\mathcal{D}$, e.g., applying Algorithm 1 with $f(\theta) = p(\mathcal{D}|\theta)p(\theta)$. Therefore, the candidate set $\Theta$ is a set of samples drawn the distribution $p(\theta|\mathcal{D})$.

### 4.2 MU with Candidate Set

While the constructed candidate set $\Theta$ is likely to contain the unlearned model parameters if they do not differ much from $\theta_{\mathcal{D}_r}$, we still need to construct the unlearned model parameters given this candidate set $\Theta$ and an erased dataset $\mathcal{D}_e$.

Together with the candidate set $\Theta$, we also store the values $h(\theta) \triangleq \log p(\mathcal{D}|\theta) + \log p(\theta)$ for all candidates $\theta \in \Theta$. MCMC algorithms often require this value to evaluate the acceptance ratio (e.g., in Algorithm 1), so it does not incur additional computation to evaluate $\log p(\mathcal{D}|\theta) + \log p(\theta)$. As a result, both the candidate set $\Theta$ and these auxiliary values $h(\theta)$ can be pre-computed before the unlearning happens.

When there is a request to unlearn the trained model from an erased dataset $\mathcal{D}_e$, we make use of $h(\theta) \triangleq \log p(\mathcal{D}|\theta) + \log p(\theta)$ to efficiently evaluate the following value:

$$
\log p(\theta|\mathcal{D}_r) = \log p(D_r|\theta) + \log p(\theta) - \log p(\mathcal{D}_r)
$$

$$
h(\theta) \triangleq \log p(D_r|\theta) - \log p(D_r) = g(\theta, \mathcal{D}_c) - \log p(\mathcal{D}_r)
$$

for $\theta \in \Theta$, where $g(\theta, \mathcal{D}_c) \triangleq h(\theta) - \log p(\mathcal{D}_c|\theta)$ and we use the assumption that the data are conditionally independent given the model parameters (Eq. (2)) and $\mathcal{D}_c$, $\mathcal{D}_r$ is a partition of $\mathcal{D}$, i.e.,

$$
\log p(D_r) = \log p(D - \mathcal{D}_r \cup \mathcal{D}_c) = \log p(D_r|\theta) + \log p(D_r|\theta).
$$

In Eq. (6), $\log p(D_r)$ is independent of $\theta$, so it is treated as a constant. Besides, we note that i) we do not use $\mathcal{D}_r$ in the evaluation of $g(\theta, \mathcal{D}_c)$ in Eq. (6); and ii) given the stored value $h(\theta) \triangleq \log p(D_r|\theta)$ by a constant $\log p(D_r)$ for all $\theta \in \Theta$. Therefore, we can choose the candidate in $\Theta$ with the maximum posterior probability, given the remaining dataset by choosing the candidate $\theta \in \Theta$ with the largest value of $g(\theta, \mathcal{D}_c)$.

More importantly, we are also able to obtain an approximate distribution of the posterior distribution given the remaining dataset (i.e., $p(\theta|\mathcal{D}_c)$) based on importance sampling. Recall that $\Theta$ is constructed as MCMC samples from the posterior distribution $p(\theta|\mathcal{D})$, so we can assign weight $w(\theta)$ to each candidate $\theta$ in $\Theta$ as follows

$$
w(\theta) = \frac{p(\theta|\mathcal{D}_r)}{p(\theta|\mathcal{D})} = \frac{p(\mathcal{D}_r|\theta)p(\theta)}{p(\mathcal{D}|\theta)p(\theta) + \frac{e^{g(\theta, \mathcal{D}_c)}}{e^{h(\theta)}}} = \frac{p(\theta)}{p(\mathcal{D})}
$$

where $p(\mathcal{D})/p(\mathcal{D}_r)$ is independent of $\theta$, so it disappears after we normalize the weights for all $\theta \in \Theta$. As illustrated in Figure 1, we can use this weighted set $\Theta$ to approximate the posterior distribution $p(\theta|\mathcal{D}_c)$. Therefore, we can also use the weighted average of $\Theta$ as the unlearned model parameters.

### 4.3 Enlarged Candidate Set

**Remark 1.** The main rationale behind the construction of the candidate set $\Theta$ is that if the erased dataset $\mathcal{D}_c$ is small compared with $\mathcal{D}$, the retrained model parameters $\theta_{\mathcal{D}_c}$ should have a sufficient high posterior probability density $p(\theta_{\mathcal{D}_c}|\mathcal{D})$. However, in practice, by only performing MCMC sampling for the posterior distribution $p(\theta|\mathcal{D})$, we may not be able to obtain a sample that is close to $\theta_{\mathcal{D}_c}$. Figure 2a shows a hypothetical scenario: the contour plot of a Gaussian distribution centered at (2, 4) represents the posterior distribution $p(\theta|\mathcal{D})$ of the model parameters given $\mathcal{D}$ while the contour plot of a Gaussian distribution centered at (1, 1) represents the posterior distribution $p(\theta|\mathcal{D}_c)$ of the model parameters given $\mathcal{D}_c$. As the change in the posterior distribution of the model parameters after unlearning (i.e., $p(\theta|\mathcal{D}_c)$ vs. $p(\theta|\mathcal{D})$) is sufficiently large, we observe that samples drawn from $p(\theta|\mathcal{D})$ (which constitute our candidate set $\Theta$) do not overlap with the region of high posterior probability $p(\theta|\mathcal{D}_c)$ in Figure 2b. In fact, by plotting these samples/candidates with the weights from importance sampling in Eq. (7) in Figure 2c, we observe that they do not represent the

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{D}$</td>
<td>The training dataset</td>
</tr>
<tr>
<td>$\mathcal{D}_c$</td>
<td>The erased dataset ($\mathcal{D}_c \subset \mathcal{D}$)</td>
</tr>
<tr>
<td>$\mathcal{D}_r$</td>
<td>The remaining dataset (i.e., $\mathcal{D}_r \not\subseteq \mathcal{D} \setminus \mathcal{D}_c$)</td>
</tr>
<tr>
<td>$\theta_{\mathcal{D}}$</td>
<td>The parameters of the model trained on $\mathcal{D}$</td>
</tr>
<tr>
<td>$\theta_{\mathcal{D}_c}$</td>
<td>The parameters of the model (re)trained on $\mathcal{D}_r$</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>The candidate set</td>
</tr>
<tr>
<td>$w(\theta)$</td>
<td>The weight of a candidate $\theta \in \Theta$</td>
</tr>
<tr>
<td>$\hat{p}(\theta</td>
<td>\mathcal{D}; a)$</td>
</tr>
<tr>
<td>$\hat{\Theta}(a)$</td>
<td>The enlarged candidate set at the scale $a$</td>
</tr>
<tr>
<td>$\hat{\beta}(a)$</td>
<td>The acceptance ratio in the M-H algorithm when applied to drawing samples from $\hat{p}(\theta</td>
</tr>
<tr>
<td>$\hat{w}(\theta)$</td>
<td>The weight of a candidate $\theta \in \hat{\Theta}(a)$</td>
</tr>
</tbody>
</table>
distribution \( p(\theta|D_e) \) well due to the lack of samples/candidates in the region of high posterior probability \( p(\theta|D) \).

Consequently, based on Remark 1, we would like to enhance the capability of our approach to address the above issue in this section. We take the approach of enlarging the region where \( \Theta \) is constructed. It is done by sampling the candidate set \( \Theta \) from a flattened distribution of \( p(\theta|D) \), instead of from \( p(\theta|D) \). The flattened distribution is defined as follows.

**Flattened distribution.** Consider \( p(\theta|D) \propto p(\theta)p(D|\theta) \), we construct its flattened distribution as \( \tilde{p}(\theta|D; \alpha) \propto (p(\theta)p(D|\theta))^{\alpha} \) for \( \alpha \in (0, 1) \). While the exact density \( p(\theta|D; \alpha) \) of this flattened distribution is unknown, its proportional value \( p(\theta)p(D|\theta) \) is sufficient for us to draw its samples with MCMC methods (e.g., Algorithm 1). We call the candidate set constructed from this flattened distribution the enlarged candidate set at the scale \( \alpha \), denoted as \( \tilde{\Theta}(\alpha) \). When \( \alpha = 1 \), \( \tilde{p}(\theta|D; \alpha = 1) = p(\theta|D) \) and \( \tilde{\Theta}(1) = \Theta \).

The reason that raising the probability density of a distribution to a power \( \alpha \in (0, 1) \) has the effect of flattening the distribution can be explained through the samples drawn from the flattened distribution with MCMC algorithms. Let us denote the acceptance ratio using the probability density raised to a power \( \alpha \in (0, 1) \) as \( \tilde{\beta}(\alpha) \), where \( \tilde{\beta}(\alpha) \) is defined in the same manner as Eq. (4):

\[
\tilde{\beta}(\alpha) = \left( \frac{p(D|\theta')p(\theta')}{p(D|\theta_{i-1})p(\theta_{i-1})} \right)^{\alpha}.
\]

We can express this acceptance ratio as a function of another acceptance ratio \( \tilde{\beta}(\alpha') \) (i.e., with respect to the target distribution \( \tilde{p}(\theta|D; \alpha') \) for \( \alpha' \in (0, 1) \)).

\[
\tilde{\beta}(\alpha) = \left( \frac{p(D|\theta')p(\theta')}{p(D|\theta_{i-1})p(\theta_{i-1})} \right)^{\alpha} = \tilde{\beta}(\alpha')^{\alpha/\alpha'}.
\]

We observe that \( \tilde{\beta} \) is a decreasing function for \( \alpha \in (0, 1) \) if its codomain is restricted to \( (0, 1) \). For example, \( \tilde{\beta}(\alpha) \geq \tilde{\beta}(\alpha') \) if \( \alpha \leq \alpha' \) and \( \tilde{\beta}(\alpha) \in (0, 1) \). Therefore,

\[
\min(\tilde{\beta}(\alpha), 1) \geq \min(\tilde{\beta}(\alpha'), 1) \text{ if } \alpha \leq \alpha'
\]

which means that the acceptance ratio in the M-H algorithm increases when \( \alpha \) decreases. As the acceptance ratio increases, the samples drawn from the M-H algorithm cover a larger region, which is illustrated in Figure 3. A special case is when \( \alpha = \alpha' = 1 \). Thus, the samples drawn from \( p(\theta|D; \alpha) \) for \( \alpha \in (0, 1) \) using MCMC algorithms cover a larger region of the domain (i.e., flattened) than those samples drawn from \( p(\theta|D) \).

Flattening the target distribution has also been investigated in the MCMC literature [54]. It is used to improve the exploration of the MCMC methods, e.g., to discover different modes of the target distribution. This is different from our purpose which is to enlarge the candidate set such that it is close to the unlearned model parameters.

### 4.4 MU with Enlarged Candidate Set

Similar to Section 4.2, to construct the unlearned model parameters given the enlarged candidate set \( \tilde{\Theta}(\alpha) \) and an erased dataset \( D_e \), we store the value \( h(\theta) \triangleq \log p(D|\theta) + \log p(\theta) \) for all candidates \( \theta \) in the enlarged candidate set \( \tilde{\Theta}(\alpha) \). Then, we are able to obtain \( g(\theta, D_e) \triangleq h(\theta) - \log p(D_e|\theta) \) that only differs from \( \log p(\theta|D_e) \) by a constant independent of \( \theta \) (Eq. (6)).

However, because the enlarged candidate set \( \tilde{\Theta}(\alpha) \) is drawn from the flattened distribution \( p(\theta|D; \alpha) \), the weights in Eq. (7) cannot be used to construct an approximation to the posterior distribution of \( p(\theta|D_e) \). Therefore, we make a modification to Eq. (7) to obtain the weights for each candidate \( \theta \in \tilde{\Theta}(\alpha) \):

\[
\tilde{w}(\theta) = \left( \frac{p(D_e|\theta)}{p(\theta|D; \alpha)} \right) p(\theta) = \frac{p(D_e|\theta)p(\theta, \alpha)}{p(D_e)} = \frac{p(D_e|\theta)p(\theta, \alpha)}{\int p(D_e|\theta)p(\theta, \alpha) d\theta} = \frac{p(D_e|\theta)p(\theta, \alpha)}{\int p(D_e|\theta)p(\theta, \alpha) d\theta} = \frac{p(D_e|\theta)p(\theta, \alpha)\tilde{w}(\theta)}{\int p(D_e|\theta)p(\theta, \alpha) \tilde{w}(\theta) d\theta}.
\]

where \( \tilde{w}(\theta) = \int (p(D_e|\theta)p(\theta, \alpha)) \tilde{w}(\theta) d\theta \). Note that \( p(D_e|\theta)/p(D_e) \) is independent of \( \theta \), so it disappears after we normalize the weights for all \( \theta \in \Theta \). We illustrate the enlarged candidate set \( \tilde{\Theta}(\alpha) \) in Figure 2d and its corresponding weighted candidates in Figure 2e. We can observe that the set of weighted candidates in the enlarged...
\( \mathcal{D} (\alpha) \) is able to approximate the posterior distribution \( p(\theta | \mathcal{D}_r) \) much better than the weighted candidates in the candidate set \( \mathcal{D} \) in Figure 2c. Therefore, we can also use the weighted average of \( \mathcal{D} (\alpha) \) as the unlearned model parameters.

## 5 EXPLAINING THE EFFECT OF A SUBSET OF TRAINING DATA ON MODEL PREDICTION

While MU has been mainly about removing the effect of a specific subset of training data from the model, we explore a new application of our MU approach MCU in explaining the effect of training data on the model prediction.

Let us consider a scenario that an ML model is trained to detect phishing webpages from data \( \mathcal{D} \) collected from a number of sources. Let \( \mathcal{D} = \bigcup_{i=1}^{n} \mathcal{D}_i \) where \( \mathcal{D}_i \) is the data labeled by the source \( i \). We would like to examine if there exists a source that contributes malicious/adversarial training data to the ML model. A solution is to train a model (A) on the data \( \mathcal{D} \) collected from all sources. To check if a source \( i \) contributes malicious/adversarial training data \( \mathcal{D}_i \), we train a separate model (B) on the training data \( \mathcal{D} \setminus \mathcal{D}_i \) (i.e., excluding those from the source \( i \)). If the model \( B_i \) on a test set (different from the training data) increases significantly compared with that of the model A, then we can say that the data \( \mathcal{D}_i \) labeled by the source \( i \) has a negative effect on our model, i.e., they are potentially malicious/adversarial data.

As the number of sources contributing to the training data can be large, the amount of time incurred to retrain different models \( B_i \) from scratch is prohibitively expensive. Therefore, instead of retraining from scratch, we would like to quickly estimate model \( B_i \) using model A and the corresponding data labeled by the source \( i \). Then, obtaining model \( B_i \) in this approach can be viewed as unlearning model A from the data labeled by the source \( i \), which is precisely the MU problem in the previous section.

Note that, as the number of sources increases, the approach of retraining becomes more and more expensive. Yet, at the same time, the data labeled by a source is likely to become smaller relative to the whole training dataset. As a result, the approach of MU becomes more practical. In Section 7.3, we demonstrate the effectiveness of MCU in explaining the positive impact of subsets of correctly labeled training data and the negative impact of subsets of incorrectly labeled training data with experiments on a phishing webpage detection dataset.

## 6 PITFALL: CATASTROPHIC UNLEARNING

We describe an important pitfall in MU approaches.

**Remark 2** (Catastrophic unlearning). It is noted that we should not unlearn a model from an erased dataset \( \mathcal{D}_e \) through ‘reversing’ the training procedure by minimizing (instead of maximizing in the learning) the log posterior probability of the erased dataset:

\[
\arg\min_{\theta} \log p(\theta | \mathcal{D}_e) .
\]

This is because it may lead to catastrophic unlearning/forgetting [24]: the log posterior probability of the remaining dataset \( \mathcal{D}_r \) is decreased unnecessarily by unlearning. Although the work of [24] mitigates this issue by imposing a lower bound on \( \log p(\theta | \mathcal{D}_e) \) when minimizing \( p(\theta | \mathcal{D}_r) \), it does not propose a principled way of setting this lower bound value.

Figure 4 shows a synthetic experiments with a linear regression problem. The dataset consists of tuples \((x, y)\). The erased dataset \( \mathcal{D}_e \) are plotted as orange dots and the remaining dataset \( \mathcal{D}_r \) are plotted as blue dots. The model prediction of the model trained on \( \mathcal{D} \) is shown as the dashed green line while that of the model retrained on the remaining dataset \( \mathcal{D}_r \) is shown as the dashed purple line in the figure. We observe that by removing the orange dots (the erased dataset \( \mathcal{D}_e \)), the purple curve shifts away from the orange dots while it still fits the blue dots (the remaining dataset \( \mathcal{D}_r \)). However, if we unlearn the model from \( \mathcal{D}_e \) by minimizing the log posterior probability of the erased dataset \( \mathcal{D}_e \), the unlearned model produces entirely incorrect function values (shown as the red curves) even at the blue dots (the remaining dataset \( \mathcal{D}_r \)). This is the catastrophic unlearning/forgetting phenomenon mentioned above. Even when the unlearning (i.e., the minimization of \( \log p(\theta | \mathcal{D}_e) \)) is reduced by stopping after some number of iterations (e.g., after only 100 iterations), catastrophic unlearning still happens.

As illustrated in the above remark, the approach of minimizing \( \log p(\theta | \mathcal{D}_e) \) is prone to catastrophic unlearning. There also exists approaches based on the influence function [26, 27] which performs only a small number of updates using Newton approximation. Thus, it is not prone to catastrophic unlearning as shown in our experiments in Section 7. However, the method is based on a first-order Taylor approximation, so it is only accurate for a very small change in the model after unlearning. Our experiments in Section 7 show that our proposed MCU approach outperforms this approach even when the unwanted data set is relatively small.

For MCU, catastrophic unlearning is mitigated from two angles: i) the (enlarged) candidate set restricts the unlearned model parameters to be within a region of high posterior probability density...
We empirically illustrate the performance of our proposed MCU approach with a binary classification dataset, the Pima Indians diabetes dataset, and the phishing webpage detection dataset. The synthetic dataset is deliberately constructed to ease the clutter in the plots (by choosing a sufficiently small training dataset with a low input dimension) while still allowing the effect of unlearning to be easily visualized. On the other hand, the last two experiments demonstrate the empirical performance of MCU in larger real-world datasets and higher input dimensions. It is noted that we aim to design a MU algorithm given a set of MCMC samples that estimate the posterior belief of the model parameters well. Besides, it is well-known that performing MCMC sampling for high dimensional distributions is notoriously challenging [14]. Thus, we choose logistic regression models to correctly compare the unlearning performance of MCU with that of existing baselines without worrying about the performance of MCMC algorithms.

We study MCU in both cases, i) of using a candidate set $\Theta$ and ii) of using an enlarged candidate set $\Theta(\alpha)$, to highlight the advantage of the latter approach. As explained in Section 4.3, the choice of $\alpha$ should depend on how much the model change after removing the erased dataset. In practice, we suggest setting aside a validation set of erased datasets to tune the value of $\alpha$, i.e., selecting the value of $\alpha$ that the unlearned model obtained from MCU with $\Theta(\alpha)$ has the closest performance to the retrained model given an erased dataset in this validation set. For our experiments here, we choose the values of $\alpha$ to demonstrate the effect of flattening on MCU.

Furthermore, we compare MCU with an existing MU algorithm that is also based on MCMC samples, called Bayesian inference forgetting (BIF) [26, 27]. It is worth noting that, BIF utilizes the remaining dataset $D_e$ in the procedure of unlearning, while MCU does not. Thus, BIF may not be feasible due to the unavailability of $D_e$ or incur substantial overhead as the size of $D_e$ is typically large. Therefore, we expect BIF to outperform our MCU approach in the experiments. However, due to the first-order approximation in BIF, we will observe that MCU outperforms BIF empirically in several experiments.

### 7.1 Synthetic Binary Classification Dataset

In this experiment, we train a logistic regression model on a binary classification dataset. We model the log ratio of the probabilities of an input $x$ in the two classes 0 and 1 as a polynomial function: $\log \left( \frac{P(y_x = 1)}{P(y_x = 0)} \right) = \sum_{i=0}^{4} a_i x^i$ where $\{a_i\}_{i=0}^{4}$ are the model parameters. Equivalently, the class probabilities of an input $x$ can be expressed as follows:

$$P(y_x = 1) = \exp \left( \sum_{i=0}^{4} a_i x^i \right) \left( 1 + \exp \left( \sum_{i=0}^{4} a_i x^i \right) \right)$$

and $P(y_x = 0) = 1 - P(y_x = 1)$. The prior distribution of each model parameter is a Gaussian distribution with mean 0 and variance 5.

The training dataset $D$ and the erased dataset $D_e$ consist of 50 and 8, respectively. Similar to the previous linear regression experiment, we deliberately choose $D_e$ to be a cluster of 8 data points such that the unlearned model can be easily interpreted. We construct the candidate set and the enlarged candidate set (of the 5 model parameters $\{a_i\}_{i=0}^{4}$) using 3000 MCMC samples.

Without flattening the posterior belief $P(\theta|D)$ in the construction of the candidate set $\Theta$, Figure 5a and 5b show the model predictions of unlearned models with BIF and our MCU approach with $\alpha = 1$, respectively. We observe that the predicted probabilities $P(y_x = 1)$ of these approaches (plotted as red curves) differ from that of the model retrained on $D_e$ (plotted as dashed purple curves), especially in the input region $[0.7, 1.0]$ (i.e., the location of the erased dataset $D_e$). However, we also observe that these unlearning approaches can shift the predicted probabilities $P(y_x = 1)$ away from that of the model trained on $D$ (plotted as dashed green curves) and towards that of the model retrained on $D_e$ (plotted as dashed purple curves).

When the enlarged candidate set $\Theta(\alpha)$ is constructed by flattening the posterior belief $P(\theta|D)$ with $P(\theta|D; \alpha = 0.1)$, the unlearning results are shown in Figure 5c. Compared with Figure 5a and 5b for unlearning results with BIF and $\alpha = 1.0$, the predicted $P(y_x = 1)$ of the unlearned model in Figure 5c (plotted as a dashed green curve) is closer to that of the model retrained on $D_e$ (plotted as a dashed purple curve). The evaluation shows that our proposed MCU method with enlarged $\Theta(\alpha)$ outperforms the other two methods in this experiment. Again, MCU outperforms BIF which uses the remaining dataset in the unlearning procedure.

### 7.2 Pima Indians Diabetes Dataset

In this experiment, we make use of the Pima Indians diabetes dataset [25] to construct the scenario when several patients would like to remove their medical data from a classification model that is trained on their data. There are a total of 768 patients in the dataset who are Pima Indian females of age 21 and above. The record of each of them includes 8 pieces of information: the number of times that they are pregnant, the plasma glucose concentration over 2 hours in an oral glucose tolerance test, the blood pressure, the triceps skinfold thickness, the amount of 2-hour serum insulin, the body mass index, the diabetes pedigree function (based on the family history), and the age. These 8 features are used to predict whether a woman is diabetic. We use a logistic regression model for this task which has 9 parameters including the weights for the 8 features and a bias.

We look at a scenario where 200 patients (i.e., $|D_e| = 200$) decide to withdraw their information from the trained model. Suppose that the medical data are confidential, so after training the model on the training dataset $D$, only the trained model is kept (i.e., $\theta_2$) and the training data is not accessible anymore (except for the erased data $D_e$ that are provided by the patients withdrawing their information). We use the MCU approach which utilizes $D_e$ and the candidate set to remove $D_e$ from the trained model.

For evaluation purposes, we reserve 178 data points from $D$ to construct a test set that is not used in training the model. We select 23 different erased datasets $D_e$ (each of size 200) such that removing each of them can cause a change in the model. The aim is to ease the visualization of the performance difference between unlearning methods which include MCU and BIF. The average and the 95% confidence interval of the accuracy of the unlearned models, the
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The accuracy is evaluated on (a) the training dataset and the erased dataset (of the unlearned model). The black solid lines show the desirable accuracy (i.e., the accuracy of the retrained model) and the confidence interval of the accuracy. The blue line shows the accuracy similar to that of the model retrained on $D_r$.

As explained above, an unlearning method should be able to achieve an accuracy similar to that of the model retrained on $D_r$ (labeled as $D_r$ in Figure 6). Intuitively, by unlearning the model trained on $D$ from the erased dataset $D_e$, the accuracy of the unlearned model on the training dataset $D$ and the erased dataset $D_e$ should decrease. It can be interpreted as the unlearned model ‘forgetting’ the erased dataset $D_e$. This trend can be clearly observed in the case of the retrained model (by comparing the bar plot labeled as $D_r$ with the bar plot labeled as $D$) in Figures 6a and 6c. Between our proposed MCU methods and BIF, our MCU methods, especially the one with an enlarged candidate set using a flattened distribution with mean $\alpha = 0.1$, outperform BIF — their accuracies on the training dataset $D$ and the erased dataset $D_e$ are closer to that of the model retrained on the remaining dataset $D_r$. As for the accuracy of the test set in Figure 6b, while the unlearned model obtained with
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Figure 5: Model prediction in experiments on the synthetic binary classification dataset.

Figure 6: Accuracy of the model trained on $D$ (labeled as $D$), retrained on $D_r$ (labeled as $D_r$), unlearned using BIF, MCU with $\alpha = 1$ (labeled as $D_e$), and MCU with $\alpha = 0.1$ (labeled as $D_e$). The accuracy is evaluated on (a) the training dataset $D$, (b) the test set, and (c) the erased dataset $D_e$. The bar plots show the average accuracy over 23 unlearning tasks with 23 different erased datasets $D_e$. The black solid lines show the 95% confidence interval of the accuracy. The blue line shows the desirable accuracy (i.e., the accuracy of the retrained model) of the unlearned model.

Figure 7: Running time (in seconds) for MCU, BIF, and retraining methods.

It is important to note in this scenario, higher accuracy is not better. Instead, we want the model to ‘forget’ the erased data $D_e$. Hence, we would like the accuracy of the unlearned model to match that of the model retrained on $D_r$.

The prior distribution of each model parameter is a Gaussian distribution with mean 0 and variance 3. We construct the candidate set and the enlarged candidate set (of the 9 model parameters) using 10,000 MCMC samples.

To empirically show the unlearning performance of MCU with $\alpha = 1$ (not flattening), $\alpha = 0.1$ (flattening), and BIF, Figure 6 plots the accuracy of the unlearned models using these methods on the training dataset $D$, the test set, and the erased dataset $D_e$. As explained above, an unlearning method should be able to achieve an accuracy similar to that of the model retrained on $D_r$ (labeled as $D_r$ in Figure 6). Intuitively, by unlearning the model trained on $D$ from the erased dataset $D_e$, the accuracy of the unlearned model on the training dataset $D$ and the erased dataset $D_e$ should decrease. It can be interpreted as the unlearned model ‘forgetting’ the erased dataset $D_e$. This trend can be clearly observed in the case of the retrained model (by comparing the bar plot labeled as $D_r$ with the bar plot labeled as $D$) in Figures 6a and 6c. Between our proposed MCU methods and BIF, our MCU methods, especially the one with an enlarged candidate set using a flattened distribution with $\alpha = 0.1$, outperform BIF — their accuracies on the training dataset $D$ and the erased dataset $D_e$ are closer to that of the model retrained on the remaining dataset $D_r$. As for the accuracy of the test set in Figure 6b, while the unlearned model obtained with
MCU is able to maintain similar accuracy to that of the retrained model; the accuracy of the unlearned model obtained with BIF drops significantly compared with the desired accuracy of the retrained model. In Figure 7, we also observe that MCU incurs much less time than BIF and retraining methods as it does not use the remaining dataset during the unlearning procedure.

7.3 Phishing Webpage Detection Dataset

We consider the phishing webpage dataset [2] which is used in [41] for phishing detection with supervised learning. While the phishing URLs were obtained by crawling PhishTank feed [7], the benign pages were crawled randomly from the top 300,000 websites as ranked by Alexa [3]. We construct a ‘clean training set’ denoted as \(D^{(c)} = \{x_i, y_i\}_{i=1}^{100000}\), of size 100,000 and a test set of size 30,127, where \(y_i = 1\) if \(x_i\) corresponds to (the feature vector of) a phishing webpage and \(y_i = 0\) otherwise. The total number of features in the processed dataset is 52. We also carry out experiments with a smaller subset of 5 features that are selected based on its importance score obtained from the trained model. A logistic regression model is employed to classify the phishing webpages.

7.3.1 Unlearning Errorneous Data. We consider a scenario where the training dataset \(D\) contains a subset of erroneous data (i.e., the erased data \(D_e \subset D\)) that has a negative impact on the model performance. We called this training dataset the ‘corrupt training dataset’ to distinguish from the clean training dataset \(D^{(c)}\) that contains all correct labels. The goal is to unlearn the model trained on \(D\) from the erased data \(D_e\).

To evaluate the performance of MCU, we perform experiments on 20 different corrupt datasets and their corresponding erased datasets. Each corrupt dataset \(D\) is constructed from the clean training dataset \(D^{(c)}\) as follows:

1. A data point (i.e., a vector of feature values extracted from a webpage) \(x_i\) is randomly selected from a webpage \(D^{(c)}\). Then, a set \(N(x_i)\) is formed, which consists of 200 nearest neighbors of \(x_i\) in \(D_e\) (including \(x_i\)). As the erased dataset \(D_e\) is assumed to be erroneous, \(N(x_i)\) is chosen to form \(D_e\), such that each point’s label in \(D_e\) is \(1 - y\) if it is labeled as \(y\) in \(D^{(c)}\). In other words, all data points in \(D_e\) are incorrectly labeled.
2. The remaining dataset \(D_r\) is defined as the largest subset of \(D^{(c)}\) that does not have any common data points with \(N(x_i)\). It implies \(D_r \cap D_e = \emptyset\).
3. The corrupt training dataset is defined as \(D = D_r \cup D_e\), which consists of the clean data points from \(D_r\) and the erroneous data points from \(D_e\).

Each dot in Figure 8 shows the result of the experiment with one corrupt dataset. The result of BIF is shown with orange dots and that of our proposed approach MCU with \(\alpha = 0.01\) is shown with blue dots. We have the following observations for the experiments on the phishing webpage detection dataset with 5 features:

- Accuracy of the unlearned model vs. that of the corrupt model: Figure 8a plots the accuracy of \(D^{(c)}\) of the corrupt model (i.e., the model trained on \(D\)) against the accuracy of \(D^{(c)}\) of the model unlearned from \(D_e\). As \(D_r\) is the erroneous part of the \(D\), we expect that the accuracy of the unlearned model should improve after unlearning. This is observed in Figure 8a for both MCU with \(\alpha = 0.01\) and BIF (the orange and blue dots are above the orange line where the accuracy of the corrupt model is equal to that of the unlearned model). Similarly, the same observation can be made from Figure 8b for the accuracy of the test set.

- Accuracy of the unlearned model vs. that of the retrained model: Figure 8c plots the accuracy of \(D^{(c)}\) of the model unlearned from \(D_r\) against the accuracy of \(D^{(c)}\) of the model retrained on \(D_r\). The better the unlearning approach is, the closer the accuracy of the unlearned model is to that of the naively retrained model. In Figure 8c, we observe that MCU and BIF have similar performance (note the distance between the blue and orange dots to the orange line where the accuracy of the unlearned model is equal to that of the retrained model). We have a similar observation from Figure 8d for the accuracy of the test set.

- Accuracy of the unlearned model vs. that of the retrained models: Figure 8e plots the accuracy of \(D^{(c)}\) of the model retrained on \(D_r\) against the accuracy of \(D^{(c)}\) of the model retrained on \(D_r\). In Figure 8e, we observe that BIF uses the remaining dataset \(D_r\) in the unlearning procedure while MCU does not. Furthermore, our MCU approach demonstrates a reasonable performance as the accuracy of the unlearned model improves over that of the corrupt model (in Figures 8a and 8b).

7.3.2 Explaining the Effect of a Subset of Training Data on the Model Prediction. Consider another scenario where we would like to examine several subsets of training data to identify a subset that may have a negative impact on the model performance. These subsets
may come from different sources such as different companies or different crowdworkers (see Section 5). We make use of our unlearning approach MCU to measure the effect of a subset of training data on the model prediction, by comparing the accuracy of the model before and after the unlearning procedure. We expect that the accuracy of the model after unlearning from a subset of erroneous data should improve, while the accuracy of the model after unlearning from a subset of clean data should drop.

To construct the ground truth dataset, we make use of the above corrupt training dataset $D_t$. For a corrupt training dataset $D_t$, the corresponding erased dataset $D_{e}$ is the subset of the data that contains erroneous labels, i.e., $D_{e}$ has a negative impact on the model performance. Erasing $D_{e}$ should improve the model performance. We further draw randomly 30 subsets of the same size as $D_{e}$ (200 data points) from $D_c$. These 30 subsets contain correct labels. Erasing such subsets of data should make the model performance drop.

In Figure 10, there are 4 plots corresponding to 4 corrupt training datasets that are randomly generated. Given a corrupt training dataset, the plot shows the accuracies of models unlearned from $D_{e}$ (shown as plus markers) and from random subsets of $D_{e}$ (shown as purple dots). The results show that $D_{e}$ has a negative impact on the model prediction and its removal improves accuracy (from cross to plus). On the other hand, removing correctly label data results in a drop in accuracy (from cross to dots). Furthermore, by observing the boxplot of the accuracies of models unlearned from random subsets of $D_{e}$ (shown as a purple box-and-whisker diagram in the plots), we observe that the accuracies of both the corrupt model and the model unlearned from $D_{e}$ are significantly higher than that of the model unlearned from random subsets of $D_t$ (the plus and cross markers are outside the boxplot).

In summary, MCU is able to identify subset of data which has a negative or positive impact on the original dataset by observing how its removal impacts accuracy. This capability of MCU is useful in detecting, identifying and (subsequently) removing adversarial data injected by an attacker.

**8 CONCLUSION**

We propose a new machine unlearning approach, named MCU, to remove the effect of a specific subset of training data on the trained model. It has important applications in ensuring the “right to be forgotten” in the context of user privacy, erasing a subset of malicious or adversarial data from the model, and explaining the effect of a subset of training data on the model. The approach shows promising empirical performance on both synthetic datasets and real-world datasets (the Pima Indians diabetes dataset and a phishing webpage detection dataset). As next steps, we plan to consider combining this approach with the influence function, developing an online unlearning variant [21], and also investigating these problems for unsupervised learning models.
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APPENDIX

Synthetic Linear Regression

In this experiment, we would like to fit a polynomial curve $y_x = \sum_{i=0}^{4} a_i x^i$ to a linear regression dataset where the output is perturbed by a Gaussian noise of mean 0 and variance 0.01. The prior distribution of each model parameter is a Gaussian distribution of mean 0 and variance 4.

The training dataset $D$ and the erased dataset $D_e$ consist of 50 and 15 data points, respectively. We observe that unlearning the model from 15 data points randomly selected in $D$ often does not change the model much, i.e., the difference between $\theta_D$ and $\theta_{D_e}$ is small. Therefore, we deliberately choose $D_e$ to be a cluster of 15 data points with small values of $x$ as shown in Figure 11. We construct the candidate set and the enlarged candidate set (of the 5 model parameters $(\alpha_i)^{4}_{i=0}$) using 3000 MCMC samples.

When the enlarged candidate set $\Theta(\alpha)$ is constructed by flattening the posterior belief $p(\theta|D)$ with $p(\theta|D; \alpha = 0.08)$, the unlearning results are shown in Figure 11c. Compared with Figure 11a and 11b for unlearning by BIF and MCU with $\alpha = 1.0$, the model prediction of the unlearned model in Figure 11c (plotted as a dashed green curve) is similar to that of the model retrained on $D_e$ (plotted as a dashed purple curve). Furthermore, we can observe that the uncertainty of the model prediction increases at the erased data (i.e., $x \in (0.0, 0.2)$) after unlearning. It can be explained by the fact that the training data in this region are erased. As a result, we observe that our proposed MCU method with enlarged $\Theta(\alpha)$ outperforms the other two methods in this experiment. Notably, while not using the remaining dataset, MCU with an enlarged candidate set outperforms BIF which uses the remaining dataset in the unlearning procedure.