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Abstract

When Disruption Tolerant Network (DTN) is used in commergiavironments, incentive mechanism should be
employed to encourage cooperation among selfish mobile.usey challenges in the design of an incentive scheme
for DTN are that disconnections among nodes are the nornerdttan exception and network topology is time
varying. Thus, it is difficult to detect selfish actions thaincbe launched by mobile users or to pre-determine the
routing path to be used.

In this paper, we propos#obiCent a credit-based incentive system for DTN. While MobiCerbws the
underlying routing protocol to discover the most efficiemiths, it is also incentive compatible. Therefore, using
MobiCent, rational nodes will not purposely waste transfieportunity or cheat by creating non-existing contacts to
increase their rewards. MobiCent also provides differaynpent mechanisms to cater to client that wants to minimize
either payment or data delivery delay.

I. INTRODUCTION

Disruption Tolerant Networks (DTN) are characterized bieimittent connectivity. Such networks are assumed
to experience frequent, long duration partitioning ane@ofiack an end-to-end contemporaneous path [1]. DTN is
initially proposed for environments such as inter-planeteetworks and disaster relief team networks. Recently, it
has also been applied to other environments such as sotvebmke and vehicular networks.

In DTN routing, as contacts are often unpredictable, fodivag (and replication) of data among mobile relays
happens in an opportunistic manner. In order to increaseedglsuccess ratio and reduce delivery delay, many
multi-copy DTN routing protocols [2] [3] [4] [5] [6] have beeproposed. In these protocols, multiple copies of the
data simultaneously propagate in the network along diffigoaths. Thus, different from routing in mostly-connected
mobile ad-hoc networks, the feasible delivery paths in DTBI r@vealed only when copies of the data reach the

destination.



When mobile nodes are managed by autonomous and selfiskspati incentive scheme is needed to foster
cooperation among participants in the DTN. There are twodw®llenges in designing the scheme. First, discon-
nections among nodes are the norm rather than exception. résudt, selfish actions are extremely difficult to
detect. Second, as contacts are unpredictable, the defpaths cannot be predetermined, but must be discovered
along with the forwarding of data instead.

In this paper, we presemobiCent a credit-based system to support Internet access serviaeheterogeneous
wireless network environment. In this environment, a moliévice is capable of operating in two modes. It can
use a long-range low-bandwidth radio (e.g., cellular fiaieg) to maintain an always-on connection while using a
short-range and high-bandwidth link (e.g., Wi-Fi) to oppaistically exchange large amount of data with peers in
its vicinity. The short range links tend to be intermitterichuse of node mobility. Thus, the exploitation of these
intermittent contacts requires the use of a DTN approachaulnearlier work [6], we demonstrate the benefit of
employing DTN routing to improve Internet access perforogafor vehicles. This approach can also be used to
enhance performance of mobile social networks (€lg[T]), where people communicate using low power wireless
mobile devices.

We make the following contributions in this paper:

1) We identify edge insertion attackand edge hiding attackas the two major forms of attacks in a DTN
environment. It is extremely difficult to detect them in DTahd they can seriously degrade the performance of
DTN routing.

2) We take algorithmic mechanism design approach [8] to esidthe two attacks, and identify the necessary
conditions under edge insertion attack for a payment schtenbe incentive compatible, i.e., truthful participation
is adopted by selfish nodes.

3) We propose incentive-compatible payment mechanismatéy to client that wants to minimize either payment
or data delivery delay.

MobiCent does not require detection of selfish actions asavigdes incentives for selfish nodes to behave
honestly. In addition, MobiCent does not require pre-deteed routing path. It works on top of existing DTN
routing protocols to ensure that selfish actions do not taaularger rewards. To the best of our knowledge,
MobiCent is the first incentive compatible scheme proposeddplication based DTN routing protocols.

The rest of the paper is organized as follows. In Section #,describe related incentive schemes and give an
overview of the algorithmic mechanism design approachti@edll presents the system model and formulates the
attack model and the path revelation game. The messagergelpaotocol to support MobiCent is presented in
Section IV. We analyze the payment scheme required to thegge insertion attack in Section V, followed by
the mechanisms designed to combat edge hiding attack imo8e¢ét. Evaluation is presented in Section VII. We

conclude in Section VIII.



Il. RELATED WORK
A. Incentive Schemes in Wireless Networks

It is widely agreed that some form of incentive is needed foeless networks with user-contributed forwarding
(e.g. mobile ad hoc networks) to overcome the free-ridirudpf@m, i.e., requesting others for forward his packets, but
avoiding to transmit others’ packets. The three main ingemhechanisms being studied in literature are reputation,
barter (or Tit-for-Tat), and virtual currency.

In general, a reputation scheme is coupled with a serviderdiitiation scheme. Contributing users possess good
reputations and receive good service from other peers. ¥amgle, users in7 build up their reputation scores
by forwarding packets for others, and are rewarded with drgiriority when transferring their own packets.

Reputation-based approach is known to suffer from sybéickt{9] and whitewashing attack [10]. [9] coins the
name of sybil attack. In a sybil attack, a single maliciousrpgenerates multiple identities that collude with one
another. Multiple colluding peers may boost one anothepsitation scores by giving false praise, or punish a target
peer by giving false accusations. In a whitewashing attaff, [a peer defects in every transaction, but repeatedly
leaves and rejoins the system using newly created ides)tgi@ that it will never suffer the negative consequences
of a bad reputation. The availability of cheap pseudonymsun target environment makes reputation systems
vulnerable to such attacks.

A recent work [11] proposes the use of pair-wise Tit-for-{8ET) as incentive mechanism for DTNs. They
enhance their TFT mechanism with generosity and contrib@address the bootstrapping and link variation problem.
Tit-for-Tat does not suit our target environment, becaussuch environments, one peer is likely to want much
more service from another peer than it could provide to tkeatdn such asymmetric settings, a credit-based system
can better support the asymmetric transactions needed.

The use of virtual currency for incentives has also beengseg in wireless networks. The largest community-
based Wi-Fi ISP FON [12], has officially used its Wi-Fi Mon&ydncourage its member to cooperate. [13] proposes
nuglets that serve as a per-hop payment in a tamper-proofigemodule in each node to encourage forwarding.
[14] discusses a micro-payment scheme to encourage cadlidnoin multi-hop cellular networks and [15] proposes
Sprite, a cheat-proof, credit-based system for stimujatoperation among selfish nodes in mobile ad hoc networks.
[16] [17] propose schemes based on use of Vickrey-Clarke/& (VCG) pricing. More discussion of VCG will
be given in the following section.

These credit-based schemes cannot be directly applied MsQilie to the following reasons. First, a common
assumption adopted in these schemes is that an end-to-enéatmn between the source and the destination is
established before the data forwarding occurs. Secondiefharted schemes are mainly designed for single path
forwarding. Recently, [18] proposes a secure credit basednitive scheme for DTNs. However, the emphasis of
[18] is on generation and verification of secure bundle aresdwt deal with pricing. All existing payment schemes
are vulnerable under sybil attack, as we will show in Seckion

[19] and [20] propose mechanisms to detect sybil attack nreless networks. The basic idea is to test the resource



of a node. Based on the observation that a given node onlyirhded resource (say, a single Wi-Fi radio), a testing
node can assign its neighbors into different channels, andamly probes for a neighbor in the specified channel
for it. If a node mimics several sybils which are assignediti@ignt channels, as it can only appear in one channel
in any given time, the probability that one of its sybils isight is high. [14] relies on statistic techniques to detect
sybil attack in multi-hop cellular networks over a long petiof time. However, sybil attack is much more difficult
to detect in DTN since disconnections are the norm and high pspulation dynamic is expected. As a result,

these techniques cannot be applied.

B. Game Theory and Algorithmic Mechanism Design

Game theory aims to model situations in which multiple p#tints select strategies that have mutual conse-
guences. Following the definitions used by Nisan et al. in §8game consists of a set afplayers,1,2, ..., n.
Each playeri has his own set of possible strategies, $ay To play the game, each playeérselects a strategy
s; € S;. Let s = (s1,...s,) denote the vector of strategies selected by the playersSaadx;S; denote the set
of all possible ways in which players can pick strategiese Vhctor of strategies € S selected by the players
determines the outcome for each player. If by using a unitrat¢egly, a user always gets better outcome than using
other strategies, independent of the strategies playeddyother players, we say that the strategy is the user’s
dominant strategylf users select strategies such that, no player can uraljtechange its strategy to gain more
payoff, we say that the game reacheNash equilibrium

Algorithmic mechanism desidB] is a subarea of game theory which deals with the desigraafeas. It studies
optimization problems where the underlying dataaigpriori unknownto the algorithm designer, and must be
implicitly or explicitly elicited from selfish participast(e.g., via a bid). The high-level goal is to design a protoco
or “mechanism”, that interacts with participants so tkalfish behavior yields a desirable outcaori particular,
when adoption of truth-telling by all participants is theigue Nash equilibrium of a game, we say the mechanism
is incentive compatiblé. Auction design is the most popular motivation in this atkaugh there are many others.

Among auction games, our work is closest to the well-stugith auction gamen this game, there is a network

G = (V, E), in which each edge € E is owned by an agent. The true costeois private information and known
only to the owner. Given two vertices, soureand destination, the customer’s task is to buy a path frento ¢.
Path auction games have been extensively studied and muitte diterature has focused on the Vickrey-Clarke-
Groves (VCG) mechanism. In the VCG mechanism, the custorgs pach agent on the winning path an amount
equal to the highest bid with which the agent would still betlo@ winning path. This mechanism is attractive as
it is incentive compatible.

Existing works [21] [22] have shown that VCG is vulnerabldatse-name manipulation, a form of sybil attacks.
Furthermore, it is well known that VCG is not frugal for patbhction game [23] [24] [25], i.e., a VCG based

incentive compatible scheme may result in very large payrf@rthe client.

1This definition is more general than the commonly-adoptéihitien, which requires truth-telling to be dominant segy of all participants.
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Fig. 1: MobiCent Framework

A key difference between our work and the work on path aucgame is that in our work the contact graph is

the information to be elicited from participants, while imetlatter, topology is static and is known to all.

IIl. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model

Based on the target future mobile communication envirortmidobiCentassumes that nodes can have access
to two different networks. All nodes are connected to a nyodisconnected network, where short range and high
bandwidth links are used for data transfer. At the same tisoepe of the nodes (in particular the source and
destination nodes) have access to a mostly available nietwiere long range and low bit rate links are used for
control messages.

The network architecture assumed fobiCentis shown in Figure 1. The components are:

e Trusted Third Party (TTP) stores key information for all nodes and provides verifmatand payment

services.

« Helpersare mobile or static nodes (X, Y, Z in the figure) that will héfpdata relaying using the high speed,
short range and intermittent link. These nodes do not nedtave a highly available control channel.

« Mobile Clients are the destination nodes (C in the figure) which initiate mloading. We assume that mobile
clients have high-bandwidth intermittent links for datansfer and highly available but low bit rate links for
control messages.

A typical download inMobiCentbegins with the mobile client requesting data from a datac®which can be
another mobile node or a data store / web server in the Irttdméhe former case, the mobile source node needs
access to the control channel in order to initiate packetsfe. In the latter case (as studied in our earlier work
[6]), the destination node obtains the data via some acaarss{APs). These APs are special helpers with Internet
access, and they are the data sources within the wirelesaidofs an example, data for a request initiated by
client C before time; can be transferred from AP X to Y at tinig, Y to Z at timet, and finally to C at time's.

Due to data replication;’ can also receive data from at ¢, and the AP ats. Different paths complement one

another, as each of them is subject to uncertainty.



A detail description of the system including the messagehamge protocol is presented in Section IV. We
will first present a brief overview here. Standard cryptgdpia techniques and en-route onion encryption [26] are
used toprevent free ridingrestrict strategy set of participantend handle dispute among relays and clieMore
specifically, each relay encrypts the data payload with atone symmetric key before forwarding it. The key
is also sent along with data in encrypted form, such that ¢iméy TTP can recover the keys. Thus, after a client
receives the encrypted data, the only way for the client tdene the decrypted data is to make payment to the
TTP in exchange for the encryption key(s). Similarly, théyomay for the relay to get payment is to be involved
in forwarding. Note that the lightweight message exchangeopol handles a wide array of attacks, but it cannot
prevent both client and relays from launching edge inseriitback and edge hiding attack, which will be described

in detail in Section 1lI-C. To address these attacks, anritiee compatible payment scheme is needed.

B. MobiCent and DTN Routing

MobiCent runs on top of a given DTN routing module, and doeisraty on any specific routing protocol. We
first present a generic model of DTN routing. When two nodestitey exchange metadata on the packets they
have in their respective buffers. Based on the informatiahanged, each node decides which packets it wants the
other node to transfer (replicate) to it. The order of thekpadransfer depends on the priority a node associates
with each packet. The amount of data that can be transfemredsingle contact is dependent on the duration of
the opportunistic contact.

Various DTN routing protocols differ mainly on how each petk priority is determined. In the simplest version,
all packets have the same priority. However, such simplkelsts epidemic routing is not efficient, and researchers
have proposed many improvements. For example in PRoPHHET déct and indirect contact histories are used.
In MaxProp [3], a combination of a few parameters, includaogtact history and packet hop count, are used to
determine a packet's priority.

MobiCent works by setting the client's payment and the r&lagwards so that nodes will behave truthfully.
Therefore, nodes will always forward packets without addamantom links, and never waste contact opportunity
unless the reward is inadequate or it is the decision of uyidgrrouting protocol. As a result, the (best) forwarding

paths that should be discovered by the given routing préthcough replication and forwarding will be discovered.

C. Path Revelation Game

Before formulating the problem aspath revelation gamewe first define some terminologies.
Definition 1: An edge e represents the opportunistic contact between two nodesiydgh which data can be
forwarded between them. Formally, an edgées defined by the two nodefv;, v2} in contact (referred to as the

edge’s vertices) and the contact tirte) 2.

2For easy presentation, we assume contacts do not overlapaaedenough capacity to exchange data. Thus, contact aluratid capacity

are omitted.



For example, Figure 2 plots the scenario depicted in Figuae & contact graph over time axis. In the figuke,
meetsY at timet;, and the corresponding edge is denoted as ({X,Y}, 1), whereX andY aree’s vertices.

Given a nodev, the set of edges containing it as a vertex is denoteH @s.

node ‘ ! edge "'"~--: path ‘

time

Fig. 2: A contact graph plotted over time axis

Definition 2: A contact graph is denoted byG = (V, E), whereV is the set of all nodes in the system, aid
is the set of edges among the nodes.

In Figure 2,V = {X,Y, Z,C}, while E = {({X, Y}, t1), {Y, Z},t2), ({Z,C},t3),{Y,C},ta), ({X,C},t5)}.

Definition 3: A forwarding path is a sequence of nodes from source to destination, suchftbat,each of its
nodes, there is an edge to the next node in the sequence, ges &gpear in non-decreasing contact time.

Given a pathP, Relay(P) is the set of relays on the path. Note that source is considesea relay. The number
of relays on pathRelay(P)| is defined as the length of the path. A pdthwith lengthn is called an-hop path.

At the contact time of its last edge, a pakthis revealedto the destination.

In Figure 2, there are three paths, whéeconsists of three edge§ X, Y'},t1), ({Y, Z},t2), and({Z, C},t3) in
sequencep; consists of two edge${ X, Y}, ¢1) and({Y, C},t4) in sequence; whilé®; is a 1-hop path consisting
of a single edgé{X, C},ts)).

The charge to client and the reward to relays are determigedgayment schemeonsisting of two algorithms,
namely, apayment set selection algorithiwhich decides which relays should be paid, anghgment calculation
algorithm, which decides how much should be paid to each selected, mata@yhow much to charge the client.

As stated in Section IlI-A, MobiCent uses its message exgbamotocol to constraint the strategy space of users,
so thatedge insertion attackndedge hiding attaclare the two major forms of selfish actions that a node can take.
We will illustrate how a selfish node gains from cheating ura@atural payment scheme. The example is based
on the contact graph in Figure 2. Without loss of generality, assume thearliest-path fixed-amourgayment
scheme. Under the scheme, a client pays for each receivadbbtatk a total amount o3 cents, which is shared
equally by all relays in the earliest delivery path. A helparticipated if the payoff is more thahcent, thus the
maximum path length i8.

For illustration purpose, we redraw Figure 2 to highlighe #adges that belong to different paths in Figure 3.
Thus, some nodes (e.g., the clieti}, which are receivers in multiple edges, are plotted asipielinstances in

the figure.
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Fig. 3: Attacks

Figure 3 (a) shows an edge insertion attack. In the figurenweheelfish AP X gets the data, it estimates the
delivery probability for all possible paths, denotedd#” ), p(P2), andp(Ps) respectively. Recall that the reward
per node is? cents where n is the hop count of the delivery path. SuppBe) = 1 andp(P,) = 5 + (> 0). By
creating a sybil ofX* and forging a phantom transfer froii to X* before forwarding toY’, X can cIaim% of
the total payment ifP, succeeds. However, due to this additional edgeyill not be able to forward taZ, as the
maximum hop3 is reached already. Thus pafh is not revealed. By launching edge insertion attack, theeetqul
payoff to X by forwarding viaY is 3 x % x p(Py) = 1+ 2¢. In comparison, the payoff iX transfers honestly is
only 3 x % x p(Py) = 1. As a result, the selfish behavior of node X increases its cayoff, but hurts the system
performance by reducing the success delivery probabilynfl to as low ast + e (if p(P3) = 0), and the delay,
if successfully delivered, is increased framto no less thart,.

The client can also cheat by launching edge insertion attaok example, when it meet¥, it can pretend to
be a relay instead, so that it can recover some of its paynsetiteasybil.

Figure 3 (b) shows an edge hiding attack. Depending on thma&tstd delivery probabilities, nod€ may decide
not to forward the packet to other relays at all. Suppp&es) = 2 + e(> 0). In this case, in order to selfishly
maximize its own reward, node X will not forward the data to.¥,, hiding the edgé{X,Y},¢;). Such an action
has the same effect as dropping the packet. This holds degardf the value op(P;) andp(P,), and even when
X is allowed to play edge insertion attack (as described ghdve selfish behavior of node X hurts the system
performance, by reducing the success delivery probalfitim up to1, to as low as% + ¢, and increase the delay
to ¢s.

GivenG = (V, E), the two attacks can be formalized as:

Definition 4: Edge insertion attack of a nodev is performed by creating a syhil such thatG is modified to
G' = (V',E'), whereV' = VU {v'}, andE' = E*~®¥) U {(v,v/,t)}. E*~ ) means for any edgein E(v),
the vertex corresponding to nodecan be set to either or v’.

Definition 5: Edge hiding attack for a nodev is performed by modifying+ to G’ = (V, E—e¢), wheree € E(v).

A cheater can launch one or both attacks multiple times. Neacan define the path revelation game formally.

Definition 6: A path revelation game is a distributed online game to reveal paths on a contacthgtap



« Each node (including both relay and client) is a player.

« As an edgee is formed, only its two vertex nodes together can reveal #istence of the edge. The possible

strategies of a player are (1) acting honestly, (2) edgetiogeattack, and (3) edge hiding attack.

« The payment scheme calculates payoff for each player baséldeorevealed contact graph.

The payment scheme determines the outcome of the game, sinoliid be designed to discover some desirable
path from source(s) to destination (e.g., earliest revealketh or shortest revealed path). More specifically, we
design payment schemes to meet the following goals:

1) Incentive compatibteTruthful participation is adopted by both relay and clieséspite of their selfish nature.
2) Efficient and frugal If there is at least one path revealed before a given desdlire client should be able to
recover the data with minimum payment. If a client is willitay pay more (but still bounded amount) to recover

its data as soon as possible, the client should be able tweeds data upon revelation of the earliest path.

In the following, we first present the message exchange pobto support MobiCent in Section IV. Following
that, we analyze the payment algorithm required to combge édsertion attack in Section V, then present the

thwarting of edge hiding attack in Section VI.

IV. MOBICENT MESSAGEEXCHANGE PROTOCOL

In MobiCent we exploit the highly available low bit control channel thoa a Trusted Third Party (TTP) to
mediate the file downloading/uploading process. We willlaxpthe message flow using file downloading from
Internet as an example. The case of a source node initiatiibg tBansfer to a destination node is similar. Message
exchanges occur in three stages: (1) data request; (2) alatartiing and (3) data recovery.

We assume that TTP’s public and private keys Byeand St respectively, while a participating node (helper or
client) R’s public and private keys ar€r and Sr respectively. In additionRR shares with TTP a symmetric key
krg.

Each node only needs to know its own public and private kéyesshared secret key with TTP and TTP’s public
key. For the TTP, besides its own public and private keysa# to know the shared secret keys and public keys of
all the nodes. A new participating node has to inform TTP sfpitiblic key and choose the shared secret key with
the TTP. Furthermore, TTP encrypts the pgiode id, node’s public kéywith its private key and this signature is

stored on the participating node.

A. Data Request

To initiate the downloading process, a clignffirst sends the file download request< C, f, p(), to, tq, @ > t0
TTP in a secure wayf is the file description including its name, size, and the appih to locate the file (e.g. URL
address)p() is the payment function, which will be discussed in detaiBiection V.t, andt, are the start time
and deadline of the request respectivelyindicates the valid geographical area/region for the rsgteepropagate.

After receiving and successfully decoding/verifying tleguest, TTP encrypts with its private key and sends

C' the request signaturgp(r).
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Upon receiving TTP’s approval; can then forward< r, St (r) > to all APs within the specified area C may
need to contact a directory server to find out the list of APthm area.

When an AP gets the request, it will first check the validitytieé signature from TTP, as well as the file
description, the time and area scope. It may also consigeamount of promised payment to decide whether to
help or not. If the reward is sufficient, AP begins to prefeticl file block by block, with a predetermined block
size. These blocks are then transmitted and replicatedlpeisethrough the DTN.

B. Data Forwarding

Each nodeR maintains a list of blockd.; (R) that it currently holds, and a list of blocKs,(R) that it has
requested but not received yet. When two nodeand B are near each other, they can communicate directly via
the high speed but short range radio. They will begin with athange of meta-data to reconcile their block list
L;(A), Li(B), L2 (A) andLy(B), and agree on the subset of blocks to be exchanged and thensecio exchange
blocks. The exact block subsets that are exchanged depetitk aouting algorithm, for example, see [3] [4] [6].

For thei*" block of request, the message being forwarded consists of three parts asnsimofigure 4 (a).
The headet contains the basic information r, 4, S7(r) > which remains the same for all hops. The header is
followed by the encrypted data and supplementary layerghwére being modified and appended to respectively

at every hop.

Header H | Encrypted data C, | Supplementary Layers L[]
(11 [S:0] Ex(-(ExC))-) [LELRI[ -~ [LALE]

Msg:

‘ Rn,EkTRn(Rn_l,R R k)

n n+l’ "n

‘ S, (MD(H,C, L[I-L [2])

()
Key request: <r, i, L [1], --L [1])> }_,
Client TTP
Key reply: <k,, -, k,>or Reject | —

(b)

Fig. 4: Message format

DenoteCy as the requested content in clear text, &das the encrypted content forwarded by th& hop
node @ = 1,2,...). Let then!” hop relay be denoted b,,.

Before forwarding a received block with data paylodg ; to the next hop, the relay, generates a unique
symmetric keyk,, for the block, and substitutes the data payload with= Ey, (C,_1). Note thatk,, is only used
to encrypt the current block and a new key is generated fdn bkack encryption.

In addition, it appends a new supplementary layer with 2 comepts,L,,[1] and L, [2]. The first component
L, [1] contains the current relay’s IR, and an encrypted field of four subfields, namely the previelsy’s id
R,_1, the current relay’s idR,,, the next relay’s idR,, ;1 and the secret ke, used for data block encryption.

The shared secret key of TTP atfit), is used to encrypt this element. The array{df;[1]} is the data that will
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be forwarded to the TTP later by the mobile client to recomer data. For the source node, a randomly generated
value is used fo?,,_1.

The second componeift, 2] consists of just one fields, a cryptographic hash (e.g. usiBg or SHA-1) of the
whole block minus the currently computed hash values, gnedyusing the current relay’s private keyx(, ). This
component is required for verification and auditing purpasd is only sent to the TTP when there is a dispute.

The next relayR,,1; first verifies the headell to make sure that requesis valid. Then, the relay,, ., stores
the data block and the identiti,, which is needed to generate the next supplementary layérfafnivards the
message further. Before forwarding, it also needs to verifig2] using R,,’s public key. This key is verified using
the TTP’s signature for the paftR,,, Pr,} obtained fromR,.

Note that a relay node does not need to contact TTP duringrieegs. This has two benefits: (1) reduce the
load of TTP; (2) enable a mobile node with only intermittefENDIink to become a relay.

In a forwarding process, for each block, a sen&er needs to perform 2 symmetric key encryption (over the
data payload and.,,[1]) and signs 1 fieldsI, [2]) using its own private key, and the receiv@f; needs to verify
L, [2] using the sender’s public keFr, . The receiver also need to verify the sender’s public key (méghbor

overhead) and TTP’s signature for the request (per requeshead).

C. Data Recovery

Without loss of generality, suppose the block is deliveredifsourceR; to the clientC via two store-and-forward
hopsR; — R» with one time encryption ke¥;, and R, — C with key k.

C sends to the TTP (in a secure way) the following key request:, L1[1], L»[1] > as shown in Figure 4 (b).

From this information, TTP is able to recover the requirectsekeysk; andk.. TTP then send$k,, k2 } to C.

With these keys( is able to decrypt the data block using each key in the givanskquentially until all keys
are used and the original text is recovered. At this pointassume that’ is able to validate clear text through
checksum in the clear text or application level semantidatt is validC' sends confirmation to the TTP. Otherwise,
C sends a dispute with the encrypted data it recei¢gg @nd the list of elements ifiL,,[2]} to the TTP.

TTP settles the credit transfer off-line. Also, TTP may ltoast the ACK for block:, i in the areax after the
request is completed.

If client does not submit any key request before the deadlii® will assume that the process fails. All pending

data blocks in the network automatically time-out.

D. Protocol Properties

The message exchange protocol has the following propefies, it prevents free-riding through the use of
en-route onion encryption. There is no monetary barrieraf@otential forwarder to participate. As the forwarder
does not need to decrypt the data, it does not pay for the mbnte

Next, the protocol prevents a node from modifying an existialid path segment since each relay encrypts the
identities of the previous, current and next relays. Basethe information contained in the message, the protocol

can deterministically detect nodes that modify the path.
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Both TTP’s communication and computation load are minimielays do not need to contact TTP during
forwarding, and payment settlement is performed offlinenalfy, forwarding requires public-key cryptography

which may be expensive. We discuss this issue further ini@edtll-D.

V. THWARTING EDGE INSERTIONATTACK

Suppose relays on a delivery path are selected for payment;omsider the design of payment calculation
algorithm to thwart edge insertion attack. We consider eeggrpayment schemg. Given an hop path, we define
the minimum payment to an individual relay in the pathRauvard% (n), and define the charge to a client using
an hop path a’hargeg(n).

Lemma 1: To prevent a relay from gaining in edge insertion attatk, RewardZ* (n+ 1) < Reward&™ (n).

Proof: Consider the relay? earning the minimum payment inrahop path, by inserting a sybR’, its reward
is the sum of payments to two relays oma- 1 hop path, which is no less thanx RewardZ*(n +1). In order
to preventR from gaining by doing so, we must hagex Reward?'™(n + 1) < RewardZ"(n). [ ]

Lemma 2: To prevent a client from gaining in edge insertion attack,

Charges(n + 1) > Charges(n) + Rewardd"™(n + 1).

Proof: By appending a phantom edge omahop path, the client can gain reward as the sybil node. Since
the new path contains + 1 hops, the reward to the appended sybil is no less fRenard%"(n + 1). In order
to prevent client from gaining by doing s®eward2™(n + 1) — Charges(n + 1) < —Charges(n). [ ]

Note that, our formulation is general, as it does not exclindeuse of other factors to determine payment. For
example, we allow the rewards for different hops in a pathddalliferent.

Lemma 1 states that the payment scheme should ensure tHat'a necremental gain by being paid as multiple
sybils grows slower than the reduction of each individupiyment (due to the increase of path length). Similarly,
Lemma 2 states that incremental increase of a client’s payfoe using a longer path is greater than the reward
the client earns as the added sybil.

The two lemmas show that existing payment schemes, ingjutim fixed-amount payment scheme we considered
above, as well as the payment structure of [14] and [15] aténoentive compatible under edge insertion attack.
To simplify the presentation without loss of generality, agsumel cent is the minimum reward required to

motivate a relay to participate in the forwarding processmima 1 and Lemma 2 together lead to Theorem 1.

Theorem 1: To enable incentive compatible forwarding while ensuriefjait-free for TTP, the payment charged

to a client for using azx-hop path is at leas2™ — 1.
Proof: As RewardZ(n) > 1, from Lemma 1, we haveRewardZ™ (i) > 2" ¢ for 1 < i < n. Using
Lemma 2, we haveCharges(n) > Y7 | Reward@d™(i) > Y " 2"~ =2" —1 [
While the bound may seem large, we argue that it is feasibleetadopted in practice, because:
1) The client can specify the value of maximum hi¥paccording to its requirement and utility function to bound

the maximum possible payment.

3|f the deficit-free property is not ensured, malicious noda make profit from phantom transactions.
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2) While the cost of using a smalV (3 to 5) is low, it is sufficient in most cases, as will be showrSiection
VII.
As existing schemes do not satisfy the required propertyjniduce a new incentive-compatible payment

algorithm which minimizes the client’s payment.

Multiplicative Decreasing Reward(MDR)
Given the maximum path lengthi and a small positive
¢, if an-hop (1 <n < N) path is selected, each relay

on the path gets the same reward of:
Rewardypr(n) = (2 + )N "cents 1)
and the client is charged by

Chargeypr(n) = (2+ )N — (2+ )N "cents (2)

Theorem 2: Under MDR payment algorithm, both relays and client styidthve no incentive to launch edge
insertion attack.
Proof: Under MDR payment algorithm, if a client onrahop path launches edge insertion attack, and inserts

k > 1 extra edges, its net payoff is:

k x Rewardypr(n+ k) — Chargeyrpr(n + k)

= Ex@2+V (24N - 2+ N h)
— oY 4o

< 2+ -2+ N (since €>0,k>1)

= —Chargeypr(n) 3)

Hence, a client does not gain by inserting edge. Now let usidenthe last relayk,, on an-hop path. Regardless
of the behavior of previous relays (whether some of them gbéssor not), if R,, launches edge insertion attack

and insertsc extra edgesr( < n + k < N), its reward is:

(k+1) x Rewardypr(n+ k)
k+1
= ﬁ@ + )N < Rewardypr(n) 4)
Hence, the dominant strategy f&;, is to act truthfully. Similar argument can be applied ites@ly to the other

relays starting from the: — 1" relay, assuming that later relays on the path are ratiortaéréfore, based on
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iterative elimination of dominated strategy, all relaydlwventually adopt truth-telling, which is the unique Nash
equilibrium.
]
Note that truth-telling is not dominant strategy for relapsept for the last relay since the strategy of a relay
earlier in the path can be affected by an irrational relagrlan the path. However, the game is dominance solvable
and all relays adopt truth-telling in the unique Nash equilim.
Among payment schemes that satisfying the necessary @mmlitor incentive compatibility, Theorem 1 and

Theorem 2 together imply:

Corollary 1: MDR payment algorithm is the most frugal incentive comgatitmechanism robust under edge

insertion attack.

Under the MDR payment algorithm, both relay’s individualeed and the sum of all relays’ reward decrease with
the path length, while the client's payment increases with jath length. The maximum surplus or overpayment
is reached when the longest patl (hops) is used, which isChargeyrpr(N) — N x Rewardypr(N) =
2+e)N — (N +1).

This overpayment can be handled in the following ways. Fgeime of the overpayment can be considered
as payment to the system provider. Second, the overpaymaytbm redistributed back to the mobile nodes if
the redistribution is incentive compatible. An example ofiacentive-compatible redistribution mechanism can be
found in [28].

MDR alone is sufficient to handle edge insertion attacks rgiaeselected set of relays. However, edge hiding
attacks may affect the set being selected. Thus, MDR alguoriteed to be used together with some payment set
selection algorithm. In the following section, we preseglestion algorithms for two types of clients, namely:

« Cost-sensitive clienfThe client’s goal is to minimize payment under a given degdtonstraint.

« Delay-sensitive clientThe client's goal is to minimize delay under a given paymesmstraint.

VI. THWARTING EDGE HIDING ATTACK

The high-level idea to thwart edge hiding attack is to deteenan incentive-compatible relay set by examining

a sufficient subset of paths ever revealed before deadline.

A. Cost-sensitive Client

min-Cost Selection Algorithm Under this algorithm, the forwarding procedure is termiiglabnly at deadline
of the request, or upon revelation of a 1-hop path, which@vearlier. Client reports to TTP the shortest path ever
revealed when the terminating condition is met. Only relagshe reported path are paid. Payment by client and
to relays are computed using the MDR algorithm.

Theorem 3: Under min-Cost selection algorithm, both relay and clieaténno incentive to launch edge insertion

attack or edge hiding attack.
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Proof: We first consider the dominant strategy for the client. Thentlcannot arbitrarily fake a shortest path,
as in that case it is not able to decode the correct data. Ghanclient pays the least with the shortest path it
can reveal, it has no incentive to hide the shortest pathable to get. Finally, Theorem 2 states that client has
no incentive to append any sybil on the reported path.

For a given relay, we consider the two attacks sequentially:

1) Edge insertion attack: For a relay on the selected shquth, Theorem 2 states that inserting edge on the
selected path does not benefit the relay. Inserting edge yn@mselected path only increases its length, and does
not make it the shortest path, thus, does not change the péydaeision.

2) Edge hiding attack: for a relay on the selected shortett pa hiding other paths do not have impact, and
hiding the shortest path can result in two scenarios. Farsvther path that does not contain the relay is selected.
Second, another path containing the relay but with lengtishmarter thanP is selected. In both cases, the relay’s
payoff does not increase, hence there is no incentive. Felay not on the shortest path, hiding any path that
containing it does not affect the shortest path being sede¢hus its payoff remains zero. [ ]

In Figure 5, all paths revealed to client are shown at theielegion time. The maximum path lengfki = 3.
Note that client is not shown in the paths. Among all paths #na present, client only accep®, Ps;, and Fs, as
each of them is the single shortest path at the moment theseaealed. Client reports the 1-hop pdthto TTP
at tg, as there is no path that shorter than it can be revealed. lidve paysChargeypr(1) = 23 — 2371 =4
cents, while relayy on the reported path is paid Byewardypr(1) = 23~ = 4 cents.

If the deadlinet, is betweents andtg instead, the client will report pati; at the newty. RelaysY and W
on P; are paid, and each geRewardypr(2) = 2372 = 2 cents, while client is charged b§hargeypr(2) =
23 — 2372 = 6 cents. The surplus i6 — 2 x 2 = 2 cents. Note that, there are multiple sources (nbdand node

Y) in this example.

P, P, Ps P, Ps Pg P;

Fig. 5: Paths revealed over time axis

B. Delay-sensitive Client

In this case, the decryption keys for data are given to trentlby TTP immediately when the earliest path is
revealed. Designing incentive-compatible scheme forydsémsitive client is more complicated than cost-seresitiv

client because payment to relays can only be finalized by mtagithe rest of the paths. Therefore, a mechanism
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must be incorporated to motivate client to continue to rewpeahs to TTP truthfully, even though it already has
the decoded data.

Briefly, the min-Delay Selection Algorithm contains the following three steps:

1) Key revelation and initial payment by client: When the first pathP; is revealed at;, the client immediately
decrypts it through TTP, and is chargedk 2V 1 4 (2" — 2) cents, whereV is the maximum path length, and
is P;’s hop count.

2) Reimbursement to client for reporting eligible paths: Clients continues to report eligible paths to TTP and
client is reimbursed cent for eacteligible pathit reports to TTP.

3) Payment set selection: Based on the eligible path sequence that the client repdiB decides the set of
relaysR to be paid. Onc® is determined, MDR payment algorithm is applied ofeto calculate the payment to
relays.

We discuss the steps in more detail as follows:

Initial payment: In this step, the first portion of the paymeni 2¥—1 prevents client from gaining by inserting
a sybil in the earliest path and claiming back the maximumarel@” —! with the inserted sybil. The second portion
of the paymen®™ — 2 is the provident fund to pay the client for reporting eligitpaths (maximun2™ — 2 paths
with 1 cent each) in the next step.

For example, in Figure 5, the earliest pathis used for decoding the message and calculation of cliritial
payment. Asn = 3, client paysn x 2V 4+ (27 —2) = 3 x 2371 4 (23 — 2) = 18 cents.

Eligible path: Ideally, information about all paths can be collected. tdwar, the number of paths can be
unbounded. Furthermore, if there is no eligibility consttaon the path, client can fake any number of paths by
appending its sybils on the earliest path or forging a path whly its sybils, to earn the reimbursement without
receiving and reporting any real path. We defatigible pathin the following way.

Definition 7: A path P is aneligible path if and only if the intersection set of its relays and the yslan the
earliest pathP; is aunique non-emptgubset ofRelay(P}).

Uniquenesss defined in the following way. A patl® is an eligible path if there is no other eligible pakt
such thatRelay(P’) N Relay(P;) = Relay(P) N Relay(Py).

The eligible path is defined to meet the following three ctinds: (1) the size of the eligible path set must be
bounded; (2) cheating from client cannot increase theldégiath set; and finally (3) TTP must be able to calculate
an incentive compatible payment based on the eligible patth s

We illustrate the determination of eligible paths usingufeg5. Among all paths revealed aftBy, only pathP;,

Ps3, and P5 are eligible. The total reimbursement to client for thesedheligible paths i8 cents. Pathg’, and P
are not eligible paths due to the uniqueness constraine M, client can hidé, to make P, an eligible path.
However, doing this does not increase client’s reimbursenténally, pathP; is not an eligible path because its
intersection set withP; is empty.

Payment set selection: Denote the initial payment set &, = Relay(P:). The payment set is updated every

time an eligible path is revealed. The update rule is asvi@ldSuppose before an eligible pafthis revealed, the
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payment set iR;. If R; N Relay(P) # 0, then the payment set is updatedRe;; = R; N Relay(P). Relays in
the final payment seR;, will be paid.

Let us look at the evolution of payment set in the examplemglye Figure 5. The eligible paths afé;, P, Ps,
Ps}, and the initial payment s&, = {U, V, W}. P, updates the payment setlte = Relay(P2)"Ry; = {U,V}. As
P5’s intersection set witlR; is (), thus P; is not used P5; updates the payment setlfg = Relay(Ps;)NRy = {U},
which is the final payment set. Thus, only reldyis paid, and the reward iRewardypr(|R3|) = 2371 = 4
cents.

Note that, the correct calculation of payment set using bHuz@ selection algorithm does not require the revelation
of all eligible paths. However, reimbursing all eligibletpa is important to prevent the client from manipulating
the report. Otherwise, if TTP reimburses client only fogddle paths used in the computation, client may have the
incentive to hide some eligible paths so as to increase th&bauof eligible paths needed. This will result in the
incorrect (non incentive compatible) computation of thiaygpayment set.

We introduce a lemma before we present and prove the maimetimein this section.

Lemma 3: Under the payment set selection algorithm specified abayase the payment setli at timet,
given a relayR € R;, for every pathP € P¢(¢), R € Relay(P) impliesR; — {R} C Relay(P).

Proof: We prove it by contradiction. Assume* is the earliest eligible path which is revealed befor@nd
satisfies bothR € Relay(P*) and 3R’ # R such that,R' € R; & R’ ¢ Relay(P*). Assume the payment
set whenP* is revealed iSR*. As P* is revealed befordR;. R, C R*, thus R’ € R* as R’ € R;. We have
0 C Relay(P*) NRy, asR € Relay(P*) NRy. We also haveRelay(P*) "Ry, C Rg, asR’ ¢ Relay(P*) N Ry
but R’ € Ry. P* is the earliest path satisfying this condition, so it is aigible path, and it is used to update the
payment set tdRelay(P*) NR*, which results in the removal @@’ from payment set, and causes contradictin.

Theorem 4: Under min-Delay allocation algorithm, both client and yelaave no incentive to launch edge
insertion attack and edge hiding attack.

Proof: First, we show that client’s dominant strategy is to acthfuity:

1) Edge insertion attack: By inserting a sybil in the eatligath (increasing its length from to n + 1), client
need to pay an extrfn + 1)2V-1 4+ (27+1 — 2)] — [n2V~1 4 (2 — 2)] = 2NV~1 4+ 27 cents, while it can earn
through the sybil by at mox™~! (if the sybil node is the single relay in the final payment gitjs 2" cents (by
reporting2™ extra eligible paths). As the net payoff is non-positivéerd has no incentive to insert sybil node in
the earliest path. Inserting sybil node in latter paths do@schange the eligible path set, thus does not benefit
client either.

2) Edge hiding attack: Hiding the earliest path is against ¢lient’s goal which is to minimize the delay to
recover data. Hiding latter eligible paths only reducertdlepayoff. Thus, client has no incentive to hide path.

We now prove that relay’s dominant strategy is to act trthfioo, by examining three types of relays in turn.

1) For a relayR in the final payment seR,: One one hand, creating sybil’ to launch edge insertion attack
does not help, because: ®# is not in the final payment set, it does not edrany extra reward. IR’ is in the

final payment set, the total amount earned@and R’ is 2 x 2NV ~(IRxl+1) — oN—[R«| 'which is equal to the reward
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of having R alone. On the other hand, edge hiding attack does not besefiel If R is the only relay in the final
payment set, it gets its optimal payment alreadyRif— { R} is not empty, using Lemma 3, all paths containing
R also contain®R, — {R}. UnlessR eliminates itself from the final payment set, it can not edelany node in
Ry — {R} from final payment set either.

2) For a relayR not in the earliest path, inserting or hiding edge can natcafthe revelation of the earliest
path, thus does not bring it any reward.

3) Now let us consider a relaR in the earliest path, but is excluded from the final payment\&&thout loss
of generality, we assumg is eliminated from payment s&,_; by a pathP*, i.e., R € R,_; but R ¢ R;. Thus,
P* satisfiesR; C Relay(P*) and R ¢ Relay(P*). In addition, using Lemma 3, for every path containingR
that is revealed befor@*, R; C Relay(P). Thus, to make itself appear in payment set before the réwelaf
Pi, R must makeR; appear in payment set also. In this caBé,is always an eligible path to filteR out of the
payment set. Even iR can hide all paths beforB?, P’ becomes the new earliest path, and it defines a new initial
payment set which does not contdihat all. In this caseR still gets zero reward. Creating sybil does not prevent
R (or any of its sybil) from being eliminated by path* either.

Thus, min-Delay algorithm is incentive compatible. ]

From Theorem 4, we directly have:

Corollary 2: min-Delay allocation algorithm reveals the earliest patig client’'s payment is bounded B} N x

2NV), whereN is the longest forwarding path to be enabled.

VIl. PERFORMANCEEVALUATION

We evaluateMobiCentusing the traces from the Haggle project [7] and DieselNejget [29], which represent
human social networks and vehicular networks respectipiCenttreats the routing protocol as a black-box and
is independent of the specific algorithm used. Our evalnaiges epidemic routing, and assumes each contact has
sufficient capacity to exchange data. Performance under othuting protocols and constrained contact capacity
show similar trends, and are not presented here to save.dpacie experiment below is carried out 500 times with
different seeds, and the average is presented.

We first evaluate the impact of hop count constraint on deliyeerformance. When all nodes are honest, we
show that even if we set the maximum hop constrainto a small valueg to 5), the delivery performance already
approximates the setting without constraint. Next, we @@ the behavior of selfish nodes operating under the
naturalearliest-path fixed-amoumayment scheme such that cheating may result in gains foe saues. We show
that cheating becomes the strategy of majority, and oveediVery performance degrades significantly. Payment
schemes described in [14] and [15] have the same vulndsalaiti none of them satisfy the properties we identified
for incentive-compatible payment scheme in Section V. lyaste show the behavior of selfish hodes operating

underMobiCent and plot the resulted delivery performance as well as amoiipayment by client.
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To evaluate the impact of hop count limit, we plot the delveatio over time where the maximum hop count

is limited to 1 (direct delivery), 2 or 3, against the settingere there is no hop count constraint and all nodes are

honest.
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Fig. 6: Impact of hop count constraint

Figure 6 (a) plots the delivery ratio as a function of waititige for Haggle trace under various maximum
hop constraints of forwarding path. As shown in the figure, day given deadline, the delivery ratio increases
with the maximum hop count allowed. Allowing two-hop forwlarg almost doubles the delivery performance of
one-hop-only forwarding, while three-hop forwarding aslgs more tha®5% of the delivery ratio at any given
deadline compared to the case without hop count constrEitugh not shown in the figure, five-hop forwarding
achieves more thaf9% of delivery performance. Similar result can be observedOimselNet trace in Figure 6
(b). As a smallN (< 5) suffices in most cases, the multiplicatively increasingrpant of proposed schemes is

practically affordable, as will be shown later.

B. Cheating under Earliest-path Fixed-amount Scheme

We study the user behavior under the earliest-path fixeddatmgayment scheme, where a client pays a fixed
amount § cents) to relays on earliest path for each block deliverd dmount is shared equally by all relays on
the earliest forwarding path.

Figure 7 illustrates the system behavior when relays caatdhehiding edges or creating sybils to increase their
own payoff under both traces. In each round, one user gersetab requests on average. In the first round, all
nodes start truthfully. After each round, we assume eady riehs access to the revealed contact graph and varies
its strategy (acting truthfully or cheating) in the next nouf it has a higher expected payoff with the new strategy
based on its own past experience.

The nodes’ behavior is shown in Figure 7 (a). Starting fronatorof 100%, the ratio of honest users keeps

decreasing and after 10 rounds, the system converges to-apsiuial state. Note that, cooperation may still be
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Fig. 7: Evolution of user behavior under fixed-amount pgcgstheme

preferred by some user20%), as forwarding to other relay (honestly) increases thenchahe node is in the
selected path, which compensates the loss in having to gheneward with others.
Figure 7 (b) shows that the delivery delay increases undaclatThe average delay is increased 25y% for

Haggle trace, while it is increased B$% for DieselNet trace. As shown in Figure 7 (c), delivery radiecreases
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by around20% under attack for both traces.

Another way to measure the impact of dishonest nodes is teid@nthe relative gain of dishonest nodes vs. the
honest nodes. When the ratio of dishonest nodes is fixed at 8bftilation result shows that they collect more
than 33% of the reward for both Haggle trace and DieselNet trace. Meeage reward of honest participants are
reduced by aroun@0%, and is only around half the reward earned by cheating fgatits. When the ratio is
increased td0%, they collect65% of the reward in Haggle trace arid% of reward in DieselNet trace. In the
latter trace, honest node’s reward is reduced5b¥, and is onlyl/3 of the rewards of dishonest nodes. This
indicates that a large portion of dishonest nodes can signifiy decrease the reward for honest nodes. This has

the effect of discouraging honest nodes from joining theesys further reducing the overall performance.

C. MobiCent Scheme Fosters Cooperation

1
o 08
S :
L 067 :
(]
c :
§ 04 min-Cost in Haggle trace -~ -x--
[S) ; min-Delay in Haggle trace ---o--
T o2l min-Cost in DieselNet trace ---@--
: min-Delay in DieselNet trace -~ -+~
OE 1 1 1 1 1 1 1 1 1
0 2 4 6 8 10 12 14 16 18 20

Round

Fig. 8: Evolution of user behavior under MobiCent scheme

In order to evaluate howlobiCentfosters cooperation, we repeat the previous experimentishtall nodes
initially cheating. As shown in Figure 8, from a state whelleptayers cheat, and each player adapts its behavior
based on its experience, all players converge to the talling strategy very quickly, with 90% choosing to act
truthfully after only 1 round. After 4 rounds, all nodes aetthfully and no node deviates from the truthful strategy
any further. Such behavior applies to min-Cost and min-{pstzhemes for both traces.

Figure 9 (a) shows the delivery ratios for the Haggle tractR@ieselNet trace using the min-Delay and min-Cost
algorithms. The delivery ratio is the same as the cases iohwdll nodes behavior honestly. This is expected since
both of these algorithms ensure that there is no edge iogeatind hiding attacks and should achieve the same
behavior.

Figure 9 (b) plots the average delay for client to recoveadatder both schemes. The deadline is sei0i®
minutes (0 hours). Since the first path received is reported in the ngfaipscheme, the delay is the same as the
minimum achievable when all nodes are honest. Wheg: 1, the earliest path is also a single-hop path, thus the

delay for both schemes are identical. Wh&r> 1, min-Delay scheme still recovers data in the earliest pattile
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Fig. 9: MobiCent performance under varying hop count caistr

min-Cost scheme needs to wait until the revelation of a siinglp path or the deadline, whichever is earlier. As
shown in the figure, the delay for the min-Cost algorithm isrenthan double over the min-Delay algorithm. The

client is compensated for this large increase in delay bynigato pay less to the TTP.
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Figure 9 (c) plots the average payment by client under bdtierses. Recall that, as the maximum hop cadint
grows, the maximum payment grows@f2"¥) andO(N x 2%) respectively for min-Cost scheme and min-Delay
scheme. The figure shows that the average payment grows ixpanential rate. However, as the average length of
earliest path for both traces is arounddthe average payment by client under min-Delay algorithmoigyhly two
times of the average payment under min-Cost algorithm. Adsall that, whenV = 3, the performance obtained
is close to the case of no hop count constraint, in terms df betivery ratio and delay. Fav = 3, the average
cost for min-Cost scheme 36 cents under Haggle trace, ahd 0 cents under DieselNet trace, while the average
cost for min-Delay scheme i52.01 cents under Haggle trace, ahd.73 cents under DieselNet trace. Therefore,

the payment is practically affordable based on the traced,utespite of the multiplicative growth.

D. Implementation Issues

We discuss two implementation issues, namely encryptignskee and computation overhead.

There are two types of encryption keys. Public key encryptised is based on Elliptic Curve Cryptography
(ECC) and 192-bit keys are used. The signature generate®lligtés. For symmetric key encryption, 128-bit AES
algorithm is used. In order to reduce overhead, a 192-bitesigidentifierr;; can be selected and its signature
computed by the TTP. These identifier and signature pairdeamsed in the packet header instead of the original
request string. Assuming a 16KB data block and an average path hop countthieZaverage overhead imposed
by the header and supplementary layer is about 250 bytastias 2% of the 16KB data block. Note that since the
reward for breaking th&lobiCents encryption is relatively small, the one time key size cansimaller in practice.

In order to evaluate the computation overhead, we measarenhbryption and verification time of ECC on the
target implementation platform, a Soekris Net5501 boxngldhe OpenSSL library, measurements show that the
average time for signing is 15ms and about 20ms for veriicaffhe results show that these encryption schemes
do not impose significant overhead. In fact, researchers Bagwn that it is viable to use public-key cryptography
even on low power energy constraint platform using a 8-bitcpssor (Atml ATmegall28L), in particular, if ECC
is used [30]. Finally, note that these encryption and veiiitn tasks do not have to be performed in real-time and

can be performed during the disconnected periods betwestaais.

VIII. CONCLUSION

In this paper, we preserilobiCent a credit-based incentive system for DTN and prove that ingentive
compatible MobiCentuses a Multiplicative Decreasing Reward (MDR) algorithneédculate payment and supports
two types of client, namely clients that want to minimize tcos minimize delay. Simulation results show that

MobiCentcan effectively foster cooperation among selfish nodes hdthnded overhead.
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