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Abstract— The inherent near-far effect in wireless networks
causes nodes that are further away from the receiver to suffer
from throughput degradation, as packets from nodes that are
nearer are typically received with greater signal strengths. This
unfair situation is traditionally overcome by power control.
However, when power control is not feasible, for example in tiny
sensor nodes with power-limited batteries, alternative solutions
have to be utilized to achieve fairness in the network. In this
paper, we propose U-LiBRA - an UWB Location Based Resource
Allocation scheme to alleviate the contention between near and
far nodes in a TH-UWB sensor network. U-LiBRA allocates
different time slots to nodes that are at varying distances from the
receiver, so that nodes that are further away from the receiver can
achieve higher throughput than what they would typically obtain
under the influence of the near-far effect. Simulation results show
that U-LiBRA can effectively mitigate the near-far effect and
improve fairness in the absence of power control.

I. INTRODUCTION

With advances in Ultra Wide Band (UWB) technology, it

is now possible to achieve high data rate transmissions at

low cost for short-to-medium range communications. As such,

we can envisage the large-scale adoption of wireless sensor

network applications in many aspects of our daily lives, such

as home and health-care monitoring.

However, these low cost tiny sensors may not have suf-

ficient computational power to realize sophisticated medium

access control (MAC) protocols that have been proposed

for UWB networks [1], [2]. Consequently, the simple Aloha

MAC protocol [3] has been adopted for use in the IEEE

802.15.4a standard for UWB-based LR-WPANs (Low-Rate

Wireless Personal Area Networks) [4]. In the contention-based

slotted version of Aloha for Time-Hopping (TH) UWB sensor

networks [5], collisions occur whenever more than one sensor

transmits in the same time slot. When all the nodes use

the same power for transmissions, nodes that are closer to

the receiver typically have higher Signal-to-Interference-and-

Noise-Ratio (SINR) values than nodes that are further away.

In the presence of capture, this leads to an unfair situation

whereby transmitters that are located nearer to the receiver

will always have higher throughput than transmitters that are

placed further away.

The unfair situation caused by near-far effect in wireless

networks is conventionally mitigated through the use of power

control. However, tight power control is infeasible in tiny

sensor nodes which are resource limited, and may also result

time
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Fig. 1. Frame structure of Slotted-Aloha with TH-UWB

in lower network throughput [6]. In this paper, we propose U-

LiBRA - an UWB Location Based Resource Allocation scheme

to achieve fairness in a single-hop TH-UWB sensor network

without power control. U-LiBRA alleviates the contention

between near and far nodes by exploiting location information

that is provided by the UWB physical layer technology to

allocate segregated resources to these two groups of nodes.

The efficacy of our proposed scheme is evaluated using various

fairness metrics via simulations.

The rest of this paper is organized as follows. Section II

discusses related work and motivation. The protocol descrip-

tion of U-LiBRA is detailed in Section III. Evaluation results

are presented in Section IV. This paper ends with concluding

remarks in Section V.

II. RELATED WORK AND MOTIVATION

A. Resource Allocation in a TH-UWB Sensor Network

We consider a generic topology in which a set of N trans-

mitters (sensors) are distributed randomly around one receiver

(sink). The nodes in the network make use of p-persistent

Slotted-Aloha for medium access control. Note that we use

the slotted version of Aloha because it usually outperforms

the pure Aloha protocol [5], [7]. There are NH + 1 time

slots in a MAC frame, as illustrated in Fig. 1. The first time

slot is dedicated for transmissions originating from the sink,

which is assumed to be reachable to the nodes within a single

transmission hop. The remaining NH time slots are used by

the sensors for transmissions to the sink. Each sensor node

transmits with probability p in an eligible slot.

We let C = {c1, c2, ..., cNH
} denote the set of time slots

that are available for data transmissions to the sink in a

TH-UWB sensor network. Each sensor i is allocated a set



of time slots Ci ⊆ C; if cj ∈ Ci then sensor i can use

slot j for transmissions to the sink. In a network with N

sensor sources, the general allocation problem is to find the

value of {C1, C2, ..., CN} such that fairness is maximized.

Existing work in the literature suggests that finding such

solution is NP-hard [8]–[10]. The high complexity of the

optimal solution motivates the use of a simple heuristics to

provide an acceptable suboptimal solution. In fact, the simplest

method to overcome the original problem’s complexity is to

divide the nodes into two groups. We focus on this method

throughout the paper and show that it provides acceptable

fairness improvements, so dividing the nodes into more than

two groups is unnecessary considering the complexity.

B. Evaluating Fairness

In general, a fairness metric is defined over a resource

allocation set X = {x1, x2, ..., xN}, where 0 ≤ xi ≤ 1 is

sensor i’s share from X and N is the total number of sensor

nodes in the network. In this work, X = {P1, P2, ..., PN},
where Pi is the success probability of sensor i in transmission

to the sink. Note that since in the long-term throughput of each

node is proportional to its success probability, Pi represents

the ith node’s normalized throughput. In addition,
∑

x∈X x

can be used to indicate overall network throughput. Table I

summarizes the fairness metrics that are used in this study. In

this table, χ refers to the set of all possible resource allocation

sets. A brief discussion on the fairness metrics is given in the

next paragraph.

A resource allocation X is called Max-min fair if it is

impossible to increase any of the shares in X without de-

creasing a smaller share in X [11]. In the absence of extra

constraints for the allocation, X is Max-min fair if it has

the largest minimum share (or allocation) among all possible

allocations, χ. Relative fairness [12] tries to minimize the

variance of the fair allocation for any possible definition of

fairness. Jain’s fairness [13] considers the difference between

the user shares. The maximum value of Jain’s fairness metric

is 1, and it occurs when all the users have equal shares. As the

variance of the values of the shares increases, Jain’s fairness

tends towards 0. We define the two other fairness metrics

(i.e. Group, Combined) for the situations that the nodes are

divided into two groups, and we also use these metrics to

measure the fairness improvement provided by our scheme.

Specifically, Group fairness compares the difference between

shares allocated to two groups of users, and tries to achieves

fairness by balancing the group’s allocation. Finally, Combined

fairness provides a trade-off between fairness and achieving

higher throughput. In other words, by increasing the value of

α defined in Table I, the Combined fair allocation results in

larger resource utilization (i.e. higher throughput).

For any fairness metric defined in Table I, the following two

properties hold:

1) 0 ≤ F (X) ≤ 1 ∀X ∈ χ

2) X is fairer than Y ⇔ F (X) > F (Y ) ∀X, Y ∈ χ

The fairness maximization problem is hence to find the

best allocation X∗ such that one of the fairness metrics is

maximized,

X∗ = max
X∈χ

F (X). (1)

Let X0 be the random resource allocation set when all

sensor nodes can uniform-randomly select any of the available

time slots for transmission (i.e. Ci = C, i = 1, 2, · · · , N ).

We define the fairness improvement achieved by X∗ over the

allocation X0 as

I∗ = I(F (.), X∗, X0) =
F (X∗)

F (X0)
(2)

Similarly, the throughput ratio of X∗ over X0 is defined as

A∗ =

∑
x∈X∗ x∑
x∈X0

x
(3)

III. U-LIBRA - PROTOCOL DESCRIPTION

The optimal resource allocation scheme to achieve fairness

in a TH-UWB sensor network is NP-hard and therefore

impractical in realistic scenarios. In this section, we detail

the protocol operations of U-LiBRA, a heuristic for resource

allocation that can achieve fairness in polynomial time.

A. Protocol Overview

In U-LiBRA, all the N sensors in the network are separated

into two groups, G1 and G2, where G1

⋂
G2 = ∅. The first

group of N1 sensors transmit with probability p
NH1

in the first

NH1 slots (out of the available NH time slots). The remaining

N2 = N −N1 sensors transmit with with probability p
NH2

in

the next NH2 = NH − NH1 time slots. The objective of U-

LiBRA is hence to find the tuple (N1, N2, NH1, NH2) that can

maximize the overall network fairness. It should be noted that

in contrast to the general allocation problem, the maximization

problem in (1) is not NP-hard for U-LiBRA, and can be solved

in polynomial time.

U-LiBRA estimates the throughput of a node by its proba-

bility of successful transmission, which is dependent on the

distance between the transmitting node and the receiver. Using

Theorem 1 in [14], the probability of a successful transmission

of a sensor at distance d0 from the receiver in a Rayleigh

fading channel with Slotted-Aloha as the MAC protocol is

given by:

Ps = e
−

RtN0L(d0)

P0

l∏

i=1

Rt(1−
p

NH
) + L(di)

L(d0)

Rt + L(di)
L(d0)

(4)

where Rt is the SINR threshold value; N0 is the noise power;

P0 is the transmit power; L(di) is the pathloss of the ith

interferer at a distance di from the receiver; and l is the number

of interferers.

U-LiBRA groups all the nodes in the network such that all

the sensors in G1 are closer to the sink than any of the sensors

in G2. Hence, the probability of successful transmission of an

arbitrary sensor j can be written as:

Pj = e
−

RtN0L(dj)

P0

N ′∏

i=k,i6=j

Rt(1−
p

N ′

H

) + L(di)
L(dj)

Rt + L(di)
L(dj)

(5)



TABLE I
FAIRNESS METRICS

Name Definition

Max-min fairness [11] F (X) = min(X)

Relative fairness [12] F (X) = mink=1,2,...,N
Qk(X)
Q∗

k
(X)

where Qk(X) = Σk
i=1xi, and Q∗

k
= maxX∈χ Qk(X)

X should be sorted in ascending order.

Jain’s fairness [13] F (X) =
(
∑

N

i=1
xi)

2

N·

∑
N

i=1
x2

i

Group fairness F (X1, X2) = 1 − max(D1, D2)

where D1 = |max(X1) − min(X2)|, D2 = |max(X2) − min(X1)|,

X1, X2 ⊆ X, X1 ∪ X2 = X, and X1 ∩ X2 = ∅

Combined fairness F (X1, X2) = (
∑

x∈X
(x))

α
.G(X)1−α,

where 0 ≤ α ≤ 1, X1, X2 ⊆ X, X1 ∪ X2 = X, and X1 ∩ X2 = ∅

where k = 1, N ′ = N1 and N ′
H = NH1 if j ∈ G1; and

k = N1 + 1, N ′ = N and N ′
H = NH2 if j ∈ G2.

In the following subsections, we will detail the protocol

operations of U-LiBRA, which include: (i) ranking algorithm;

and (ii) tuple-search algorithm.

B. Ranking Algorithm

The sink collects the information about the nodes’ distances

to itself using a three-way handshake. During the network

initialization, each sensor node i transmits a LC (Location

Control) message with a probability pi within a uniform-

randomly selected time slot out of the NH available slots. The

LC message contains the node ID, i, and the geographical

location in the form (xi, yi, zi). Upon receiving each LC

message, the sink calculates the distance of the node to itself.

The sink then ranks the nodes in ascending order. After a

waiting duration of TLCWAIT , the sink broadcasts an AC

(Allocation Control) message to the sensor sources. The AC

message includes the IDs of all the nodes in the ranking

list. An arbitrary node i which has sent its LC message but

whose ID is not in the AC message reduces its probability of

transmission pi by multiplying it by some constant 0 < β ≤ 1
to alleviate network collision, before retransmitting its LC

message.

C. Tuple-Search Algorithm

The tuple-search algorithm is carried out at the sink if it

does not receive a LC message for a duration of TEAWAIT

after the ranking algorithm has been executed. The objective

of the tuple-search algorithm is to find the optimal value of

(N1, N2, NH1, NH2) for an arbitrary topology, using a given

fairness metric. The algorithm calculates the fairness obtained

using each possible configuration of (N1, N2, NH1, NH2) for

1 ≤ N1 ≤ N and then returns the configuration which

provides the best fairness. Details of the tuple-search algorithm

are highlighted in Algorithm 1.

After obtaining the values of the tuple (N1, N2, NH1, NH2)
with the best fairness, the sink transmits an EA (End Al-

location) message containing the ranking and the optimal

Algorithm 1 Tuple-Search Algorithm

Require: Rank list, N , NH , Fairness Metric F (.)
Ensure: (N1, N2, NH1, NH2)

for N1 = 1 to N do

for i = 1 to N do

Calculate Pi

end for

X ← {P1, P2, ..., PN}
Calculate F (X)

end for

(N1, N2, NH1, NH2) = arg maxN1,N2,NH1 ,NH2
(F (X))

return (N1, N2, NH1, NH2)

allocation information. The protocol terminates when all the

sensors have received the EA message from the sink. The

flowchart of U-LiBRA is shown in Fig. 2.

IV. PERFORMANCE EVALUATION

We use the Qualnet 4.0 simulator [15] to evaluate the

efficacy of U-LiBRA over approximately 4000 randomly gen-

erated topologies. In each topology, the sink is located in

the center of the terrain and the source nodes are randomly

distributed around the sink. Table II details the values of the

simulation parameters we have used.

The performance of U-LiBRA under the evaluation of dif-

ferent fairness metrics is illustrated in Table III. In this table,

S∗ refers to the percentage of scenarios in which starvation

occurs in at least one node1, i.e. ∃xi = 0; I∗ and A∗ refer

to the average fairness improvement and throughput ratio,

as defined in the equations (2) and (3) respectively; and C
indicates the search complexity of Tuple-Search Algorithm

using a particular fairness index.

It can be seen that the maximum average fairness improve-

ment I∗ of 71.92 is achieved using the Group fairness index

1It should be noted that 9.67% of starvation in our simulation is unavoid-
able, because in this percentage of random topologies, number of nodes is
much larger than number of available time slots, and starvation of some nodes
always happens.
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Fig. 2. Flowchart of U-LiBRA at a) the source nodes and b) the sink.

at a cost of starvation in 42.8% of the generated scenarios.

This implies that in 42.8% of the topologies, the minimum

difference between the success probabilities of G1 and G2

is achieved when some nodes have zero throughput. This

starvation occurs because Group fairness favors minimum

difference between groups and assigns relatively more time

slots to nodes in G2 (which are located further away from the

sink), resulting in starvation in some of the nodes in G1. This

situation also happens when Jain’s fairness is being used, in

which a smaller difference in the success probabilities of the

nodes results in better fairness.

Although Combined fairness takes into account the value

of the total throughput to avoid starvation of nodes that are

nearer to the sink, it tends to starve nodes that are further

away, for large values of α. Here, it should be noted that

Combined fairness performs similarly to Group fairness for

small values of α. Therefore, choosing an appropriate value

for α is critical to prevent starvation using the Combined

fairness index. Max-min and Relative fairness metrics provide

less fairness improvement (i.e. 1.12 and 1.03 respectively),

but they have the advantage of avoiding starvation in the

network whenever possible. Max-min fairness tries to improve

the worst success probability while Relative fairness tries to

improve the worst kth prefix.

Taking into account all the results obtained, we select the

Max-min fairness metric for further exploration, as it causes

TABLE II
SIMULATION PARAMETERS

Parameter Value

Network Size N 1 to 128

Number of time slots, NH { 8, 16, 24, 32 }

Terrain Size 8 × 8 m2

Transmission Power P0 -14.32 dBm

Noise Power N0 -94 dBm

SINR threshold Rt 6 dB

Channel Frequency f 4 GHz

Center Frequency fc 4492.8 MHz

Pathloss model L(d) = d2 if d ≤ d0, d0 = 1m

(IEEE 802.15.4a) = L(d0).d1.79.( f
fc

)2 if d > d0

Fading model Rayleigh fading

transmission probability (p) 0.9

β 0.9

Slot Length τ 264 µsec

TLCWAIT 3τ

TACWAIT 16τ

TEAWAIT 24τ

TABLE III
FAIRNESS METRICS COMPARISON

Fairness index S∗ (%) I∗ A∗ C

Max-min 9.67 1.12 0.786 NH .N2

Relative 9.67 1.03 0.947 N2
H

.N4

Jain 39.9 3.39 0.669 NH .N2

Group 42.8 71.92 0.776 NH .N2

Combined 75.5 13.18 1.135 NH .N2

the least starvation, and it also has lower search complexity

compared to Relative fairness. Fig. 3 shows the individual suc-

cess probabilities of 16 source nodes with NH = 8 and using

Max-min as the fairness metric. The last column indicated

by “T” shows the average probability of success T (X) =
N−1

∑N

i=1 Pi. In this example, the tuple (N1, N2, NH1 , NH2)
that maximizes Max-min fairness is (15, 1, 7, 1), which means

that G1 has 15 nodes sharing a total of 7 time slots and G2

has only 1 node using a single time slot. As compared to the

original case (indicated by ‘Before U-LiBRA’) whereby all the

sensors use all the 8 available time slots for transmissions, U-

LiBRA alleviates network starvation and improves fairness by

77% without significant throughput deterioration.

Fig. 4 shows the average fairness improvement and through-

put ratio as a function of network size. The maximum average

improvement in fairness is around 2 when the number of nodes

is 32. In addition, the throughput achieved by U-LiBRA is

at least 50% of that without resource allocation. The above

results suggest that dividing into two groups can efficiently

improve fairness and hence the division of nodes into more

than two groups incurs unnecessary complexity.

The running time of U-LiBRA is illustrated in Fig. 5. As the

network size N increases, the protocol time increases linearly,
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thus proving the scalability of our proposed protocol.

V. CONCLUSION

This paper studies fairness in the absence of power control

in a TH-UWB sensor network using Slotted-Aloha as the MAC

protocol. By allocating segregated resources (time slots) to

nodes which are located at different distances from the sink,

U-LiBRA alleviates contention between nodes that are near to

the sink from those that are further away. The effectiveness of

our approach is studied using various fairness metrics through

simulations, which result in different optimum resource al-

locations. In addition, Max-min fairness has been shown to

provide the best tradeoff between fairness and throughput.
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