CS1231S: Discrete Structures

Tutorial #7: Mathematical Induction and Recursion
(Week 9: 13 — 17 October 2025)
Answers

In writing Mathematical Induction proofs, please follow the format we use in class.

1. Many common mistakes are spotted in Mathematical Induction proofs. For each of the
following, point out the mistake. (If you follow the format we introduced in class, it will help
you avoid making some of these mistakes.)

Consider this problem: Prove by mathematical induction that foralln € Z™,
nn+1)

2
Define the statement P(n) tobe “1 +2 +---n=nn+1)/2".

1+2++n=

(@) Inductive hypothesis: Assume that P (k) is true.
Inductive step: Yili = (k+ 1) +¥F,i=(k+1) +P(k) = -

(b) Inductive step:

1 1+2+4 - +k+ (k+1) =D
2. Hence k(k;l) +(k+1)= w (by the inductive hypothesis)
3. Hence kGr)vackt) _ (ktD)(k+2) (by basic algebra)

2
(k+1)(k+2) _ (k+1)(k+2)
> .

5. Since (4) is a tautology, (1) must be true.

4. Hence

(c) Inductive hypothesis: Assume that P(k) is true for all k € Z*.
Answers:
(a) Logical propositions/statements like P (k) are not values and cannot be added to numbers!

(b) (Proof going the wrong way.) Make sure you use P (k) to prove P(k + 1) and not the other
way round. The proof here starts off with P(k + 1) and ends using P(k) to prove an
identity, which does not prove anything. Make sure you do not assume P(k + 1)!

(c) (Assuming too much.) Note that “Assume that P(k) is true for all k € Z*” is the same
statement as “Assume that P(n) is true for all n € Z*” which is what you are supposed to
prove. So, there is nothing left to prove! Make sure you don’t assume everything in the
inductive hypothesis.

Note: This question is based on
http://www.cs.cmu.edu/~arielpro/15251f17/notes/induction-pitfalls.pdf
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2. Prove by induction that for alln € Z*,
1
12422+ +n? = gn(n +1)2n + 1).
Answer:
1. Foreachn € Z%,letP(n) = 12+ 22+ -+ n? = %n(n +1)(2n+1).
2. (Basis step) P(1) istrue because 12 = 1 ==X 1 X (1+ 1) X (2 X 1+ 1).

3. (Inductive step)
3.1. Lletk € Z" such that P(k) is true, i.e. 1 + 2% + --- + k% = %k(k +1)R2k+1)

3.2. Then1?2+22+ -+ k?+ (k+1)?

3.3. = %k(k +1)QRk+ 1) + (k+1)? by the inductive hypothesis
3.4. = %(k +1)(k(2k + 1) + 6(k + 1))

3.5. = %(k +1)(2k2 + 7k + 6)

36, =<(k+1)(k+2)(2k +3)

3.7. = %(k + 1)((k +1)+ 1)(2(k +1)+ 1) by basicalgebra

3.8. Thus P(k + 1) is true.
4. Therefore, Vn € Z* P(n) is true by MI.

3. Letx € R,_;.Prove byinductionthat 1 + nx < (1 + x)" foralln € Z*.

Answer:
1. Foreachn e€Z*, letP(n) = (1 +nx < (1+x)").

2. (Basisstep) P(1)istruebecause 1+ 1x = 1+ x = (1 + x)*.

3. (Inductive step)
3.1. Letk € Z* suchthat P(k) is true,i.e. 1 + kx < (1 + x)*.
3.2. Then (1 + x)**!

33, =(1+0*1+x)

3.4. > (1+kx)(1+x) by the inductive hypothesis

35. =14+ (k+ 1)x+ kx?

36. =1+ (k+1x ask>1landx?>0,s0kx?>0

3.7. Thus P(k + 1) is true.
4. Therefore, Yn € Z* P(n) is true by MI.
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4. Let a be an odd integer. Prove by induction that 2"*2 | (a?" — 1) for all n € Z*.
Here you may use without proof the fact that the product of any two consecutive integers is
even. (Prove that as your own exercise —it’s very simple.)

(Note that a®* = a®®) by convention.)

Answer:

1. Foreachn € Z*, let P(n) = 2"*2 | a?" — 1.
2. (Basis step)

2.1
2.2,
2.3.

2.4,

2.5.

a = 2p + 1 for some integer p by the definition of odd integers.

Thena? —1=a?-1=(@a-D@+D=Qp+1-DCp+1+1)=4p(p+1).
Now p(p + 1) is even (given by the question), so p(p + 1) = 2m for some integer
m by the definition of even integers.

Hence, a?' — 1 = 4(2m) = 8m = 23m.

S0 212 | g2 — 1 and hence P(1) is true.

3. (Inductive step)

3.1.
3.2.
3.3.
3.4.

3.5.
3.6.
3.7.
3.8.

Let k € Z* such that P(k) is true, i.e., 2K*2 | a?* — 1.
S0 a2 — 1 = 2K*2m for some integer m by the definition of divisibility.
Then a2 —1 =a?2 -1
= (azk)2 -1
= (@ - (@ + 1)
= (2*2m )((2k+2m +1) +1) by line 3.2
= 243 (2K 4 1)
Thus 25+3m | a™" — 1 and so P(k + 1) is true.

4. Therefore, Vn € Z* P(n) is true by MI.
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5.

Prove by induction that

vn € Z,g 3x,y € N (n = 3x + 5y).

(In other words, any integer-valued transaction of at least S8 can be carried out using only $3
and S5 notes.)

Answer:
1. Foreachn € Zyg, let P(n) = 3x,y € N (n = 3x + 5y).
2. (Basis step) P(8) istrueas 8 = 3(1) + 5(1).
3. (Inductive step)
3.1. Letk € Zsg such that P(k) is true.
3.2. Findx,y € Nsuchthatk = 3x + 5y.
33. Casel:y>0.
3.3.1. Thenk+1=(Bx+5y)+1 bythe choice of x, y.
3.3.2. =3(x+2)+5@—-1).
333.y—1€eNasy > 0.
334. Asx+2€Nandy—1€N,soP(k +1)istrue.
34. Case2:y=0.
3.4.1. Then k = 3x + 5(0) = 3x.
342. . x=k/3=28/3 ask >=8.
343. ~x >3 asx € N.
3.44. Thusk+1=3x+1=3(x—3)+5(2).
345. Asx —3€Nand2 €N, SoP(k + 1) is true.
3.5. Hence P(k + 1) is true for all cases.
4. Therefore, Vn € N P(n) is true by Ml.

Alternative answer:

1.
2.

For eachn € Zsg, let P(n) = 3x,y € N (n = 3x + 5y).
(Basis step)

2.1. P(8)istrue because 8 = 3(1) + 5(1).

2.2. P(9)istrue because 9 = 3(3) + 5(0).

2.3. P(10)is true because 10 = 3(0) + 5(2).

(Inductive step)

3.1. Letk € Z.g such that P(8),P(9),::,P(k + 2) are true.
3.2. Apply P(k) tofind x,y € N such that k = 3x + 5y.
33. Thenk+3=Bx+5y)+3 by the choice of x, y.
3.4. =3(x+1)+5y wherex+1,y€N.
3.5. Hence P(k + 3) is true.

Therefore, Vn € N P(n) is true by Strong Ml.
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6. Prove by induction that every positive integer can be written as a sum of distinct non-negative
integer powers of 2, i.e.,
vn € ZT AL € ZT iy, iy, -, i EN(iy <ip < <ij Am =20 +22 4.4 20,
Answer:
1. Foreachn € Z*, let P(n) be the proposition
“31 € Z* iy, iy, -, EN(iy < iy < - < iy An =24 422 4 ... 4 20)”
(Basis step) P(1) is true as 1 = 2°.
(Inductive step)
3.1. Letk € Z* such that P(1),P(2),---,P(k) are true.
3.2. Findm€e€Zsuchthatk+1=2mork+1=2m+ 1. (This is possible because
k + 1is either even or odd, by lecture #1 assumption 1.)
3.3. Notethat2m <k+1 ask+1=2mork+1=2m+1;
3.4, <k+k ask=>1;
3.5. = 2k.

3.6. Som<k.
3.7. Also,2m+1=2k+1 ask+1=2mork+1=2m+1;

38. So2Zm=k>1lorm2= %orm = 1asm € Z and 1 is the smallest integer > %
3.9. Bylines3.6and 3.8,1 < m < k, and so P(im) is true by the inductive hypothesis.
3.10. Apply P(m) tofindl € Z* and iy, iy, -, i; € N such that

i1 <ip<--<i; and m =241+ 22 4 ... + 20,

3.11. Casel:k+1=2m.
3.11.1. Thenk +1 =2(2% + 22 4 ... 4+ 24)
3.11.2. = 20%1 4 2l 4 g 20
3.11.3. Also, i1 +1<ip+1< - <ij+lasiy<ip<-- <.
3.11.4. So P(k + 1) is true.

3.12. Casel:k+1=2m+ 1.
3.12.1. Thenk +1=2(21 422 4+ +21) +1
3.12.2. =20 4 20+l 4 plztl .y DU
3123. Also,0<i;+1<i,+1<-<ij+1as0<iy <ip<--<i.
3.12.4. So P(k + 1)is true.
3.13. Hence P(k + 1) is true for all cases.

4. Therefore, Yn € Z* P(n) is true by Strong M.
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Alternative answer (not for the faint-hearted):
1. Foreachn € Z*, let P(n) be the proposition
“31 € Z* iy, iy, -, EN(iy < iy < - < iy An =24 422 4 ... 4 20)”
(Basis step) P(1) is true as 1 = 2°.
(Inductive step)
3.1. Letk € Z* such that P(k) is true.
3.2.  Apply this assumption to obtain [ € Z* and iy, i, -, i; € N such that
i1 <iy,<--<i; and k=21 +22 4 ... 421,
3.3. Since k < 2%, we know k is an element of the set N \ {iy, iy, -+, i;}.
3.4. By the Well-Ordering Principle, this set has a minimum, say m.
3.5. Findj €{0,1,-,l}suchthati; <i; < <ij <m<ijyy < <.
3.6. The minimality of m tellsus 0,1,2,---,m — 1 € {iy, iy, -, i;}.
3.7. Thus0,1,2,---,m—1€ {iy, iy, ij} by the choice of j.
3.8. The choice of j also tell us iy, iy, -, i; € {0,1,2,---,m —1}.
3.9. From these, we deduce that {il, iy, ", ij} ={0,1,2,---,m — 1}.

3.10. Now, k+1=1+2% + 22 4 ... 42U by line 3.2;
3.11. =20 420421422 4.4 2m 1 4 25% 44 20 byline 3.9;
3.12. =2V 421 422 4 4 2m 1 4 2% 4 20

3.13. =22 422 4.4 m-ly o+l 4 4 DU

3.14. S — zm—l + 2m—1 + zij+1 4ot 2il

3.15. =2M 4+ 2U% 4. 4 20

3.16. So P(k + 1) is true.
4. Therefore, Vn € Z* P(n) is true by MI.

7. Letay, aq,a, -+ bethe sequence satisfying
a, =0, a1 =2, a, =7, and au43=0au42+any1 +a,
for alln € N. Prove by induction that a,, < 3™ foralln € N.

Answer:
1. Foreachn€N,letP(n) =a, < 3™

2. (Basis step)
P(0),P(1),P(2)aretrueasay =0<1=3%a, =2<3=3%Yanda,=7<9 =32

3. (Inductive step)
3.1. Letk € Nsuch that P(0),P(1),::+,P(k + 2) are true.
3.2. P(k),P(k+1),P(k + 2) are true means a;, < 3%, ;4 < 3%, apy, < 352,

3.3, Qg43 = gy T agyq +ay by the definition of ay,3;
3.4. < 3k+2 4 3kH1 4 3k by the inductive hypothesis;
3.5. < 3k+2 4 k42 4 gkt2

3.6. = 3(3k+2) = 3k+3,

3.7. Thus P(k + 3) is true.
4. Therefore, Vn € N P(n) is true by Strong MI.
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8. [Adapted from AY2023/24 Semester 1 exam]
Consider the Fibonacci function:

F(0) =0; F(1) =1, Fnm+1)=Fn)+Fn—-1),n>1.
One interesting property of this function can be expressed as follows:
P(a,b)=F(a+b)=(F(a+ 1) XF(b) +F(a) X F(b—1)), Va=0,b > 1.
In  your proofs for the parts below, you may use “basic algebra” for

identity/commutative/associative laws of addition and multiplication, but if the distributive law
is used, you must state it explicitly.

(@) There are a few induction schemes possible to solve part (b). For this question, use the
following basis steps: P(0,b) and P(1, b), forall b > 1. Prove these basis steps.
(b) Let b € N. Prove that
P(n—1,b) AP(n,b) > P(n+1,b) foralln € Z*.

Answers:

(@) P(0,b):
1. F(O+b)=F(b)
2. = (1F(b) + 0OF(b — 1))
3. = (F(1)F(b) + F(0)F(b— 1)) by substituting F(1) = 1and F(0) =0
4. = (F(0+ 1)F(b) + F(O)F(b — 1))
5. Therefore P(0, b) is true.
P(1,b):
1. F(1+b)=FMb+1)
2. = (1F(b) + 1F(b — 1)) by the definition of Fibonacci
3 = (F(2)F(b) + F(1)F(b—1)) by substituting F(2) = 1and F(1) = 1
4. =(F(1+ 1D)F() + F(DF(b—1))
5. Therefore P(1,b) is true.

(b)

1. (Basisstep) P(0,b) and P(1,b) proved in part (a).

2. (Inductive step)
2.1. Letbh € N. Letk € Z* such that P(k — 1,b) A P(k, b).

22. F(k+1+b)=F(k+b+1) by basic algebra
2.3. =F(k+b)+F(k+b—1) by the definition of F
2.4. =(F(k+1)F(b)+F(k)F(b—1))+F(k+b—1)
by hypothesis P(k, b)
2.5. = (F(k+1)F(b) + F(k)F(b — 1)) + (F(k)F(b) + F(k — DF(b — 1))
by hypothesis P(k — 1, b)
2.6. = (F(k+1)F(b) + F(k)F(b)) + (F(k)F(b — 1) + F(k — 1)F(b — 1))
by basic algebra
2.7. =(F(k+1)+F(k))F(b) + (F(k) + F(k — 1))F(b — 1)
by distributive law x2
2.8. =F(k+2)Fb)+F(k+1)Fb-1) by the definition of F
2.9. Hence, P(k + 1,Db) is true. by the definition of P

3. Therefore, P(n — 1,b) AP(n,b) » P(n+ 1,b) foralln € Z*.
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9. The Tower of Hanoi is a mathematical puzzle involving
a stack of disks of different sizes on one of three pegs.
The goal is to transfer the entire stack to a different peg,
with the following rules: (1) only one disk can be moved
at a time, (2) each move consists of taking the top disk
from one stack and placing it onto another stack, and (3)
a larger disk can never be placed on top of a smaller disk.

Prove that the number of moves, T'(n), to transfer the entire stack of n disks from one peg to
anotheris 2™ — 1.

Answer:
Toshow T(n) = 2™ —1foralln > 1.

1. Foreachn € Z*,letP(n) =T(n) = 2" — 1.
2. (Basisstep) T(1) = 1 as we need to move the single disk once, hence P(1) is true.
3. (Inductive step)
3.1. Letk € Z* such that P(k) is true, i.e. T (k) = 2k — 1.
3.2. Tomove k + 1 disks from source S to target T using auxiliary A:
3.2.1. Move the top k disks from S to A: This takes 2¥ — 1 move by IH.
3.2.2. Move the largest disk from S to T: This takes 1 move.
3.2.3.  Move the k disks from A to T: This takes 2¥ — 1 move by IH.
3.3. Hence, totalmoves T(k +1) = (2F—1) + 1+ (2¥ — 1) = 2k*+1 — 1.
4. Therefore, Yn € Z* P(n) is true by MI.
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10. Define a set S recursively as follows.

(1) 2 €S. (base clause)
(2) Ifx €S,then3x € Sand x? € S. (recursion clause)
(3) Membership for S can always be demonstrated by (finitely many) successive

applications of clauses above. (minimality clause)

Which of the numbers 0, 6,15, 16,36 are in S? Which are not?

Answer:
Structural induction over S. To prove that Vn € S P(n) is true, where each P(n) is a
proposition, it suffices to:

(basis step) show that P(2) is true; and
(inductive step) show that Vx € S (P(x) = P(3x) A P(xz)) is true.

e Weknow 0 € S because alln € § satisfyn > 2, as one can show by structural induction
over S as follows.

1. Foreachn €S, letP(n) =n = 2.

2. (Basis step) P(2) is true because 2 > 2.

3. (Inductive step)
3.1. Letx € Ssuchthat P(x) is true, i.e., that x = 2.
3.2. Then3x>3x2=6>2andx?>>2*=42>2.
3.3. So P(3x) and P(x?) are both true.

4. Hence Vn € S P(n) is true by structural induction over S.

° 2€S by the base clause.
~ 6€ES by the recursion clause with n = 2 and the previous line.
36 € S by the recursion clause with n = 6 and the previous line.

° 2€S by the base clause.
4€S8 by the recursion clause with n = 2 and the previous line.
16 € S by the recursion clause with n = 4 and the previous line.

e Weknow 15 & S because non € S is odd, as one can show by structural induction over
S.

11. Let A ={1,2,3,4,5}and B = {1,3,5,7,9}. Define a set S recursively as follows.

(1) A,B€S. (base clause)
(2) fX,YeS,thenXNnY€eSandXuUYeSandX\YES (recursion clause)
(3) Membership for S can always be demonstrated by (finitely many) successive

applications of clauses above. (minimality clause)

For each of the following sets, determine whether it is in S, and use one sentence to explain
your answer.

(a) C={24,79}
(b) D = {2,3,4,5}.
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Answer:

Structural induction over S. To prove that VX € S P(X) is true, where each P(X) is a
proposition, it suffices to:

(basis step) show that P(A) and P(B) are true; and

(inductive step) show that

VX,Y €S (PX)APY)=>PXNY)APXUY)AP(X\Y))
is true.

(@) A\B ={24}and B\ 4 = {7,9).
C € S because C = {2,4,7,9} = (A\B)U (B \ A).

(b) D & S because 1 & D and 3 € D, but one can show by structural induction that

VXeES(leX o 3€X)

(Proof shown below.)

1. ForeachX €S, letP(X)=1€X o 3 €X.

2. (Basis step)

21. Asl3e€eAand1l,3€B,weknowled<e 3 e€dandl1 €EB & 3 €B.
2.2. SoP(A)an P(B) are true.

3. (Inductive step)
3.1. LetX,Y € S suchthat P(X) and P(Y) are true, i.e.,

leXe3€X and 1eY < 3 €Y.

3.2. Casel:If1,3 € Xand1,3 €Y, then

3.2.1.
3.2.2.

3.2.3.

1,3eXNnYand1l,3€eXUYand1,3¢X\Y;

So leXnYe3e€eXnY and 1eXUY 3 €eXUY and 1eX\Y & 3€
X\Y.

Thus P(X NnY)and P(X UY) and P(X \ Y) are all true.

3.3. Case2:If1,3€Xand 1,3 &Y, then

3.3.1.
3.3.2.

3.3.3.

1,3¢XNnYandl,3€eXuYand1,3€X\Y;

So leXnYe3eXnNY and 1eXUY©3€XUY and 1eX\Y ©3€
X\Y.

Thus P(X NY)and P(X UY) and P(X \ Y) are all true.

3.4. Case3:If1,3 ¢ Xand 1,3 €Y, then

3.4.1.
3.4.2.

3.4.3.

1,3¢XNnYand1l,3€eXUYand1,3¢ X\Y;

So leXnYe3e€eXnY and 1eXUY e 3€eXUY and 1eX\Y & 3€
X\7Y.

Thus P(X NY)and P(X UY) and P(X \ Y) are all true.

3.5. Case4:If1,3 ¢ Xand1,3 €Y, then

3.5.1.
3.5.2.

3.5.3.

1,3¢XNYand1,3¢XUYand1,3 ¢ X\Y;

So 1eXnNnYe3€eXnY and 1eXUY©3€XUY and 1eX\Y &3¢
X\Y.

ThusP(XNY)and P(XUY) and P(X\Y) are all true.

3.6. HenceP(XNY)and P(XUY)and P(X\Y) areall true in all cases.
4. It follows that VX € S P(X) is true by structural induction over S.
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