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ABSTRACT oration in Web 2.0 communities, where users share not ofiy-in
mation, but also their knowledge and intelligence. Plat®isuch

as, for example, the Amazon Mechanical Turk (AMT) [1], féeile

the refinement of data and reduction of noise by passing @mmpl
jobs to human workers. These complex jobs include image tag-
ging, semantic-based information retrieval, and natumagliage
processing, which are hard for computers, but relatively dar
human workers. Instead of designing sophisticated algostor
spending a lot of money to consult experts, many of these jobs
can be solved by human workers on a crowdsourcing platform at

Therefore, a cost sensitive quantitative analysis methogéded. ?‘much lower COStl' _Solmg succezsful crowdSOL(ercing ipmm“
In this paper, we design and implement a cost sensitive rdetho that @ppear recently include CrowdDB [4], CrowdSearch,[28H

for crowdsourcing. We online estimate the profit of the crewd HUmManGs LM]'  crowd . o
sourcing job so that those questions with no future profitmfro Despite the success of crowdsourcing systems, employaverer

crowdsourcing can be terminated. Two models are proposed foSourcing effectively r.emgins challenging for three regsoﬁirst,
estimate the profit of crowdsourcing job, namely the linegug for most crowdsqurcmg jobs, we need to obtain r_nulnple @ISW
model and the generalized non-linear model. Using theseetspd [0 guarantee their quality. Thus, we have to decide whenop st
the expected profit of obtaining new answers for a specifistijre obtaining new results provided by human work_erg. MOSt _m_gst
is computed based on the answers already received. A guéstio work uses the accuracy or the cost as the optimization dpect

terminated in real time if the marginal expected profit ofadhing Thgse turq 9“t to pe too rigid in prgctlge. However, thg trade
more answers is not positive. We extends the method to ppualis  ©ff iS not trivial. Typically crowdsourcing jobs may haveferent

batch of questions in a HIT. We evaluate the effectivenessuof Igvel of difficylty (e.g. homeyvork of kids VS resea.rch pmhl;),
proposed method using two real world jobs on AMT. The experi- T1SKS (€.9. Flickrimage tagging vs. cancer diagnosing)l gofits

mental results show that our proposed method outperforhtseal (e.0. survey fpr personal Interest vs. des[gn for |nves.t|||m[el).
state-of-art methods. Therefore, it is important to have an online economic mobat t

considers all these factors of crowdsourcing jobs.
Second, none of the current research focuses on whetheba pro
lem is suitable for crowdsourcing or not. Intuitively, crdsourc-

Crowdsourcing has created a variety of opportunities famnthal-
lenging problems by leveraging human intelligence. FongxXa,
applications such as image tagging, natural language ssoag
and semantic-based information retrieval can exploit drbased
human computation to supplement existing computationgd-al
rithms. Naturally, human workers in crowdsourcing solveljdems
based on their knowledge, experience, and perception.theie-
fore not clear which problems can be better solved by crowaso
ing than solving solely using traditional machine-basedhods.

Categories and Subject Descriptors

H.3.m [Information Storage and Retrieval]: Miscellaneous ing based techniques are more fitting for problems that recge-
mantic processing. For example, sentiment analysis, inage
KeyWOI’dS ging, and information retrieval are good problems for creaugtc-
. » . ing while large scale numerical analytics are better hahbjema-
Crowdsourcing, Decision-making chines.
Finally, the estimation of crowdsourcing quality is stillipi-
1. INTRODUCTION tive. Low quality answers may sharply reduce the qualityrofuei-

Crowdsourcing has attracted a great deal of interest asta pla sourcing, and introduce noises. To resolve the qualityeissav-
form for leveraging crowd-based human computation andlinte ~ €ral methods have been proposed, such as Crowdscreen (2] an

gence. It is to some extent inspired by the vast amount oéigell ~ CDAS [9]. Both proposals only consider the accuracy of the an
swers provided by the workers, without taking into accobhstdif-

ficulty of the tasks. However, it is very challenging to pdhe
difficulty of the tasks, and a robust algorithm that can hanutbb-
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making model to address the above three challenges. Ouitment
tions include:
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Figure 1: The Architecture of Cost Sensitive Decision Makirg System

e \We propose an online, cost sensitive decision-making model

to analyze and decide whether to stop the question in its cur-

rent status, given the value of the question, the risk of get-
ting incorrect answers, and the cost of workers in the crowd-
sourcing system. To the best of our knowledge, our model is
the first that provides an online quantitative profit analysi
crowdsourcing jobs. We further extend our algorithm to sup-
port online cost sensitive decision-making with constsgin
such as limited budgets etc.

e An application or task may contain questions of diverse dif-
ficulty levels. We propose a model for measuring the diffi-
culty of a question and We design and implement a robust
algorithm that handles such questions.

e \We propose a novel algorithm called Accuracy-Cost to per-
form the marginal analysis of the accuracy and the cost in
crowdsourcing. The algorithm calculates the incremental p
fit when the number of workers is increased.

Figure 1 shows the architecture of our proposed method. The
core part is the decision-making system (the dashed boxghwh
consists of five components, namely the job manager, thdignes
dispatcher, the accuracy-cost predictor, the strategyemakd the
termination strategy manager. The job manager passes #% qu
tions from the crowdsourcing customer to the question désyeat
It keeps collecting the answers of the workers and reportieg
updated question status to the termination strategy manadge
ter receiving the questions, the question dispatcher atscthese
questions to several workers using a question dispatcigogitam
(will be discussed in Subsection 5.2). The terminationtsgya
manager determines whether we should stop getting moresasisw
for a question and return the results to the customer baseideon
status of the question. These termination strategies aergied by
the strategy maker according to user’s requirements, netmeler-
ror loss function, the accuracy/cost expectation, the étjdg other
constraints. The strategy maker employs a linear model ogqse
in Section 4. Note that the generated strategies are stotbd ter-
mination strategy manger so that our decision-making syste

» We conduct extensive experimental studies on two real data- gp|e to decide if we should terminate a question in real-tifftee

sets obtained from the answers of workers in AMT to eval-

accuracy-cost predictor provides two major functionedti First,

uate the effectiveness of our proposed method. The resultsjt predicts the results as well as the accuracy/cost raggeosd, it

show that our method obtains precise results while keeping
the cost low. We also develop an automatic question dis-
patching method that assigns multiple questions in a HIT
while each question can be terminated at any time.

The rest of this paper is organized as follows. Section 2sgive
an overview of our method. Section 3 explains the prelimésar
Section 4 presents our proposed linear model to get realdene
sions and analyse the profit. Section 5 extends our lineaehtod
the non-linear model, which demonstrates the relationséipveen
cost and accuracy and gives our model widespread appligabil
Section 6 discusses the experimental studies. Sectioneiugthe
related works. Finally, we conclude in Section 8.

2. OVERVIEW

In this section, we give an overview of our cost sensitivasien-
making method for crowdsourcing.

generates the termination strategies using a generalmedinear
model together with the strategy maker. The details of the no
linear model is discussed in Section 5.

In summary, our proposed decision-making system automati-
cally dispatches questions to the workers. It terminatesgures-
tions and returns the answers in real-time according to #re g
erated termination strategies. This decision-makingesysalso
provides an early prediction of the results before runningal
crowdsourcing job in order to help the customer set proper res
quirements. In the following sections, we present the idehthe
method of implementing this decision making system.

3. PRELIMINARIES

Before describing our method in Section 4 and 5, we discuess th
required prior knowledge to understand the problem.



For the sake of brevity, in our model we assume the questions ized form of both the traditional fixed accuracy model anduthie

are two-choice problems. We can think of the two choices as bi
nary values) and1. However, we can easily extend our method to
problems that have more than two choices.

Question status: We model the status of a question by a pair

(m, 1) that represents the numbers of the two different answers re-

ceived from the workers. Since the valuésind 1 are just two
symbols to represent both choices, @iseandLls in the answers can
be exchanged. As a result, the following two cases:n{1)s and

[ 1s; (2)m 1s andl Os can be viewed as identical to represent the
agreement of the workers on the two choices. Without los®nf g
erality, in the remainder of this paper, we use,!) (m > I) to
represent the above two cases.

Intuitively, the question status indicates the difficulfytee ques-
tion. Whenm is far larger thari, most of the workers agree on one
choice. It could be that this question is easy. On the othed ha
whenm is close td, it is likely that the question is too difficult so
that the workers are just making guesses.

Question run: A question runr is a sequence of question sta-
tuses as we get answers from workers for this question, i.e.,

r= {(mo,lo), (mlvll)v T 7(mn7ln)}

where(mo, lo) = (0, 0) is the initial status. Every non-initial sta-
tus (ms, ;) has exactly one more answer than its previous status
(mi—1,li—1),i.e.,(mg, ;) = (mi—1, li—1+1) or (mi—1+1,li—1).

In the above question rur the question is terminated at question
status(mn, ), after which it will not accept more answers. For
example,{(0,0), (1,0), (2,0), (2,1)} is a valid question run that
stops after getting three answers K@, 0), (1,0), (2, 1), (2,0)}

is not a valid question run.

Accuracy of question answer:We useA, to denote the accu-
racy of an answer to questidp, i.e. the probability that a worker
provides the correct answer. Most of existing works comnide
the accuracy of answers assume that the accuracy is a fixael val

that can be computed from sampled answers, e.g. [9][12]. The

major drawback of these models is that they do not take the dif
ficulty of questions into consideration. Using these madelsa
single worker, his answers to different questions wouldehéne
same quality. However, this observation contradicts tleition
that the answers of a hard question might be poor.

In our paper, instead of modelling the accuracy as a singbel fix
value and employing sampling based methods to estimatetlis,
we represent the accuracy as a probability distributiore ftoba-
bility distribution provides the ability of modelling angwquality
based on the observed question status. We model the accligacy
as a random variable and we estimate the valud gfby the ob-
servation of the question stat(s, [). Specifically, we assume that
Ag obeys the Beta distribution:

ASSUMPTION 1. Given a questiorQ, the probability density
function ofAg, is:

f(Aq=p) = p" " (1 - w)"~"/Beta(a,b)

We thus havell[Aq] = a/(a + b). a andb are parameters of
the Beta distribution, representing the prior predictidérihe ran-
dom variable. The Beta distribution is actually a two-disienal
Dirichlet distribution'. We can replace the Beta distribution by the
more general Dirichlet distribution for multiple choiceestions.

If the prior distribution is Bul1, 1), i.e., the uniform distribu-
tion, then the estimation ol is only determined by the observa-
tion of the question status. In other words, our method isege-

http://en.wikipedia.org/wiki/Dirichlet_distribution

form distribution. It takes both the prior knowledge and thes-
tion status observation into consideration to adapt timegtd dis-
tribution of the difficulty of problems. Ideally the estineak distri-
bution performs best when it is the same as the empiricali-dist
bution of problem difficulty. However, the empirical digtution
is always difficult to obtain. Moreover, it is not feasible com-
pute Bayesian inference based on the empirical distributithe
Beta distribution is used to simplify the computation, asithe
conjugate prior distribution of Binomial and Bernoulli ttibution.
While on the other hand, Beta distribution with proper pasters
fits the accuracy distribution well.

We have observed that our model is robust since using differe
prior prediction parameters b almost does not change the results.
This is because our model is based on a probability distdbuand
it can be adaptively adjusted to be applied on questions dir-
sified difficulties. Moreover, we observed that the emplrétistri-
bution of Ag in several real question sets, including the tweet sen-
timent analysis questions and common sense questionsrused i
experiments, is similar to the(B|6, 2) distribution. On the other
hand, our experiments also show that when distribution @esn
this estimation still works well. In Section 4, we explaietfeason
that the probability distribution based accuracy modepetforms
the fixed value based accuracy models. In the experimenibeect
we use empirical data to support the above two observations.

Accuracy of question result: We useA i to represent the accu-
racy of the result based on a majority voting on the currerisgu
tion status(m,l). We always choose the answer represented by
the majoritym. As a result, Ay is the probability that the majori-
ties m choose the correct answer. We defiagy) as the status
having z correct answers angl incorrect answers. As the status
(m, 1) represents eithern correct answers amn incorrect answers,
(m,1) = (m,1)uU(l, m). By Bayesian analysis, the conditional prob-
ability, Ar given A and observatioiim, {) is:
Amel

e Prlm.D)
AQmTTH (1 - Ag)™

= Pr(m, D) + Pr(Lm))

Note thatAr is also a random variable ak; is a random vari-
able.

The notations used in the following sections of this paper ar
listed in Table 1.

LINEAR DECISION-MAKING

In this section, we introduce a linear model for online diecis
making. We first estimate the accuracy of the answers actprdi
to the question status and prior distribution. Based on sfiena-
tion of the answer accuracy, we obtain the marginal inconte an
the profit of each status. This enables us to make decisiczacht
status according to the economic profit. In this paper, weleynp
a dynamic programming algorithm to calculate the profit aed-g
erate the strategy for each question status. We prove thdintie
complexity of our strategy generating algorithnQgn?) (n is the
maximum possible number of answers for a single questienthie
search space), which is a significant improvement compartd w
existing methods such as CrowdScree@&:*) linear program-
ming. In this section, we also discuss the techniques ohelitig
our method to solve a more complex problem, namely linearahod
with constraints of accuracy and cost.

4.1 Linear model

For a questior), the linear model has three variables: the ques-
tion valueVy, the error losd.q, and the question cost per worker

4.



. all possible runs of) on any answer sequence provided by the
Table 1: Notations possI uns ofQ y answ qu provi y

Q a question in a crowdsourcing job workers.
Vo the value of a crowdsourcing questioh We next show the method of deriviigiA,], E[Ax] etc. in Sub-
Lo the loss of getting a wrong answer Qr section 4.2 and we discuss the algorithm of finding the qorstin
Co the cost of assigning a question to a worker that maximizesZ[P] in Subsection 4.3.
(m,1) the status of the crowdsourcing questi@n
An the probability that the voting result 6f 4.2 Accuracy Estimation
Is correct _ Suppose the observation of the final statugris [), we can
Ao the probability that a worker provides the derive theE[Aq] based on the prior distributioB(y|a, b) using
correct answer to the questich Bayesian Analysis. The posterior result is our estimatioR[ol¢].
MI(m,0) the marginal income of the question accuragy
’ Ar in status(m, 1) THEOREM 4.1.
the expected economic profit of the question
P(m,0) | statSs(m,l) P q By - @t mA DOb D 4 et L4 DI+ m)
the expected economic profit of stopping the (@+b+m+ )T (a+m)I(b+1)+T(a+HIb+m))
Ps(m,0) | question in statuém, 1)
?he expecied econo7mic Drofit of continuing the whereT'(n) is the Gamma function such thatn) = (n — 1)! for
Pc(m,l) question in statugm, [) any positive integen.
B(ula,b) | PDF of Beta distribution PROOF We prove the theorem using Bayesian Theorem. The
T(n) Gamma function conditional probability density function of the obsereatio =
Beta(a,b) | Beta function (m, 1) given the conditiog = z (z ~ B(ula, b)) is

Cq. As discussed in Section 2, these values are preset by the fo(ml|Ag = z) = (m+l) @™ (1 - 2) + (1 — 2)™)
crowdsourcing customeryy, is the value of this question given ' m
an answer (not necessarily a correct one). The errorllgss the . . . .

. Note that the probability density function contains twoesas(1
peng{ty of obtaining a wrong answer fQx Co repr gsents the cost m correct anS\?versl incgrrect a)rllswers and (2p incorrectsgn)-
of hiring a worker forQ. According to the definition of/, L¢ swers correct answers. Using Bayesian Theorem, we have:
andCq, we propose the following linear model:

fo(m,”AQ = "E)fAQ(AQ = :B)

DEFINITION 4.1 (PROFIT OF A QUESTION. Suppose a ques- Fag(Ag = z|m,1) =
tion Q ends after it receives answers, and the result igns. The fo(m,1)
profit P of Q is: _ (™1 —2)t + 2l (1 — 2)™)ze 1 (1 — 2)b~ 1

Jo@m(1—2z)! +2l(1 - z)m)za—1(1 — z)b~ldx

(1) ansis correct: P = Vg — kCq.
‘,Ea+mfl(1 _ m)b+l71 + ‘,Ea+l71(1 _ x)berfl

(2) ansisincorrect: P = Vg — Lo — kCq. - JEgatm—1(1 = g)bH—1 4 gati=1(1 — g)btm—1dg
However, in practice we do not know whether the answes is
correct or not. Thus, we compute the expected vali2] of the Therefore, the expected value &f is:

profit to estimate the average profit of questi@n The expected
profit is computed by:

1
E[Ag] = / zfag(Aq = z|m,l)dx
(Vo = kCQ)E[AR] + (Vo — Lq — kCQ)(1 — E[AR]) 0
LqE[AR]+ Vg — Lo — kCq - /1 pt (1 — @)t 4 et — )ttt
o fol( (1 — Z)bH=1 4 gatl=1(1 — g)btm—1)dy

E[P]

a+m—1

whereAr is the probability thatins is correct. Note thatlr is a et
random variable, we thus use the expedi#d] with respect to all B Jo 21— @) e + [ 20t (1 - 2)P T d
possible worlds ofd . B Sl (@atm=1(1 — 2)b+-1dx + [} zo+l=1(1 — z)b+m—1)dz

We use two functions, namely the value functjoh(E[Ar]) and
the cost functiorny (E[AR]), to describe the expected profit func- =
tion E[P](E[AR]). fV (E[AR]) is the expected gain from the job, Beta(a +m,b +1) + Beta(a +1,b+m)
while € (E[Ag]) is the cost of crowdsourcing. In this model, ob- = Plat+tm+ DI +1) +Ta+ i+ DI +m)
viously fV (E[AR]) (i.e. Lo E[Ag] + Vo — Lg) is alinear function (@a+b+m+)T(a+m)I®+1)+T(a+ )l +m))
of accuracyE[AR]. It is remarkable that the expected profit func- O
tion is not a linear function foE[AR], since largeE[Ar] requires

more answers (larger number/f. We will discuss the non-linear )
#V (E|Ag]) in next section for some special needs in multi-question 1 1eorem 4.1 gives the average accuracy of the answers. Based
situation. on this theorem, we can further derive the expectation ofattie

In Subsection 4.2, we describe the method to estiniites) curacy of the resultsiz using Bayesian Analysis. We have the
based on the prior distributioB(u|a, b) of the difficulty 4, and following theorem:
the observations on the final status, !) of Q.

We formally define the decision-making problem based on the
linear model.

Beta(a +m +1,b+1) + Beta(a +1+ 1,b+m)

THEOREM 4.2. Given observations on the final status, {) of
a question, the expected accuracy of the rest|t$g] is:

PROBLEM DEFINITION 1. GivenVg, Lo andCq of a question E[Ag] = Lla+m)I'(b+1)
Q, find the decision-making algorithm to maximizér] among T Tla+m)I'(b+1)+Tla+HINb+m)




Table 2: Trends of A and Agr

Question Statug
. L 10| (33) | (40) | (82 | (100,100)| (101,100)| (110, 100)
Prior Distribution
Fixed accuracy 0.75 075 0.75 | 0.75 | 0.75 0.75 0.75 0.75
A B(u]6,2) 0.75] 0.643] 0.821| 0.762 0.51 0.51 0.513
Q@ Fixed accuracy 0.80 0.8 0.8 0.8 0.8 0.8 0.8 0.8

B(u[8,2) 0.8 | 0.687 | 0.853| 0.79 0.514 0.514 0.52

Fixed accuracy 0.75 0.75| 0.5 | 0.988| 0.999 0.5 0.75 1
A B(u]6,2) 0.75] 0.5 1 0.962] 0.953 05 0.51 0.591

R Fixed accuracy 0.80 0.8 0.5 [ 0.996 1 0.5 0.8 1
B(u[8,2) 0.8 0.5 [ 0.985] 0.983 05 0.514 0.634

PROOF Note thatAr is a function ofAg. Thus, the expected
value of Ay is:

1
E[AR] :/0 ARfAQ (Ag = z|m,l)dx
/1 ™ (1 — )t
o zm(l—x)l +zl(l —z)™
xa+m71(1 _ x)b«klfl + xa+lfl(1 _ x)b«kmfl
fol gatm=1(1 — g)b+i—1 4 gati=1(] — g)btm—1y
fol xatm=1(1 — x)bH’ldx
fol watm=1(1 — g)b+—1 4 gatl=1(] — g)btm—1dg
Beta(a + m,b+1)
Beta(a + m,b+ 1) + Beta(a 4+ 1,b+ m)
T'(a+m)I'(b+1)
Tla+m)I'(b+1)+T(a+ )OI+ m)

dzx

Theorem 4.1 and 4.2 show that the expected value$pfnd
Ar only depend on the stat(s:, /) and the prior parameters b.

To illustrate Theorem 4.1 and 4.2, we show several examples o
trends of A and Ar on different question status given specified
prior distribution of difficulty of questions in Table 2. Wem-
pare the two Beta distributions(B|6, 2) and B(x|8, 2) with two
fixed value based models with accuracy 0.75 and 0.8, whicthare
expected values of the two Beta distributions respectiwalg ob-
tain the following facts from Table 2: in stat(3, 3), the predicted
value of Ag of the B(u|8, 2) distribution model (0.687) is smaller
than that of fixed value model (0.75); in sta{4s0), the predicted
value of Ag of the B(u|6, 2) distribution model (0.821) is larger
than that of fixed value model (0.8). These two facts showttieat
Beta distribution model provides a better prediction tHae fixed
value based models, since the predicted value$gticcording to

question statugl, 0). This example shows that the Beta distribu-
tion model outperforms the fixed value based models by censid
ing the question status.

According to Theorem 4.1 and 4.2, we can predict the possi-
ble future answers based @{Aq], F[Ar] and the current status
(m,1). We define two transitive probabilities:

(1) Pr(+1|m,1): probability from statugm,!) to (m + 1,1).
(2) Pr(—1|m,1): probability from statugm, ) to (m,l + 1).

Intuitively Pr(+1|m,1) and Pr(—1|m,1) represent the probability
that the next answer is the same value as the value voted dnyd

[ answers respectively. ObviousBr(+1|m, 1) + Pr(—1|m,1) = 1.
We have the following theorem:

THEOREM 4.3.

E[Pr(+1m,1)]
Tla+m+ DTG+ +T0O+m+1)0(a+1)
(a+b+m+1)(C(a+m)T(b+1)+T(a+ )b+ m))

The proof is analogous to Theorem 4.1. Based on these abeve th
orems, we can quantitatively derive the decision-makirgtagies.

4.3 Decision Making

We consider the marginal income of accuracy at each status.
Then we derive the profit according to the marginal incomecef a
curacy. We define the marginal income of accuracy at statug)
as the expected increase of thgAg] after obtaining a new an-
swer. We denote the marginal income of accuracy at staftLg)
asMI(m,l).

DEFINITION 4.2.
MI(m,l)

EI[AR|m7 l] - E[AR|m7 l]

the fixed value based models are always the same no matter whatyhere £'[A|m, ] is the expected accuracy of the results after

the current question status is.
Moreover, the predicted values of different distributiondals

getting one more answer, i.&'[Agr|m, ] =

converge while the number of answers goes up. Therefore, theif m>|: g[E[Ag|m41, | Pr(+1|m, 1)+ E[Ag|m, 14+1]Pr(—1|m,1)],

choice of prior parameters in the distribution model is mopor-
tant, because the distribution model can adaptively adjespre-
dicted values according to the observation of questiomustaon-
sider the statu$s, 2), the two fixed value models (0.75 and 0.8)
provide very aggressive predictions ory, i.e. 0.999 and 1 re-
spectively. However, in practice, 8 of 10 workers agree maty n
always guarantee the correctness of the results.

When the status is (100, 100), we intuitively believe is likely

to be close to 0.5 rather than 0.75 or 0.8. Based on the status
(100, 100), we consider the case of accepting one more answer,

i.e. question statugl01, 100). Obviously Ar should still be close
to 0.5 as the votes of both choices are very close. However, th
two fixed value based models provide the predictiodlafas 0.75
and 0.8 respectively, which are the same as the predicteévat

i.e. E[Ap|m+ 1, (| E[Pr(+1|m, )] + E[Ag|m, 1+ 1| E[Pr(—1]m, 1)]
ifm=l: E[E[Ar|m+1,|Pr(+1|m,)+E[Ag|l+1,m]Pr(—1m,l)],
i.e. E[Ag|m+ 1, E[Pr(+1|m, )] + E[Ag|l + 1, m] E[Pr(—1]m, )]

By simplifying the equations in Definition 4.2, we have thé fo
lowing theorem:

THEOREM 4.4. The marginal income of accuracy/I(m,!)
satisfies:
(1) MI(m,l) =0whenm > I.

a—b

2 MI(m,m)= Natbiom)



Algorithm 1: Generate Linear Strategy Algorithm

Input: Parameter., b of prior distribution, Error Losd., question
costCq
Output: StrategysS for each statugm, 1)
Lo(a—b

LM - [5(5FE= — @+ 0);
2 S.M + M,
3 for i from M to 0do

S.(M, i) + stopping;

S.Ps(M,i) < Vg — (1 — E[ARr|M,i]))Lg — (M +i)Coq;
| S.P(M,i) < S.Ps(M,1);

4
5
6
7 for < from M — 1to Odo
8
9
0

for 7 froms to 0do

8.Ps(i,j) « Vg — (1 — E[ARli, j])Lg — (i + j)Cq;

1 S8.Pc(i,j) + E[Pr(+1i,j)]S.P(i+1,7) +
E[Pr(=14,/)]S.P(i,j + 1) — Cg;

11 S.P(i,j) + max{S.Ps(i, j),S.Pc(i,5)};

12 if S.Ps(i,7) >= S.Pc(i,7) then

13 | S§.(,5) « stopping;

14 else

15 | S§.(,5) « continuing,

16 re_turn S

PROOF We prove the theorem by calculatidg’ (m, ). When

probability 1 — E[Ag]. Therefore, according to the linear model,
the profit Ps(m, 1) satisfies:

Ps(m,l) =Vo — (1 — E[ARr]) Lo — (m +1)Cq

When we continue a question, we will pay one m6ig and get
a new answer from a new worker. Meanwhile, the status is also
changed to a new status. Itis easy to find that the next s&tust#
1, 1) with probability Pr(+1|m, 1) and(m, ! + 1) with probability
Pr(—1|m,1). Thus, the profitPc (m,!) is recursively defined as
following:
Pc(m,l) = E[Pr(+1lm,)]P(m + 1,1)

+E[Pr(=1m,)]P(m,l +1) — Cq

Given the recursive definition, it is difficult to calculateem
directly. Now we discuss the condition to guarantee theegsaof
one statugm, ) stopping, i.e.

PS(m7l) > PC(mvl)

m that satisfies\/I(m, m)Lqg < Cq is obvious a lower bound,
as we will not get a positive profit in each future step. Moexov
we have found a looser lower bound+af We have the following
theorem:

THEOREM4.5 (TERMINATION THEOREM). A sufficient con-

m > [, getting an extra answer cannot change the result of the dition of Ps(m,l) > Pc(m,1) is

majority voting. Therefore, the marginal income of accyricO.

As aresultMI(m,l) = 0 whenm > [.
Whenm = |,

MI(m,m) = E[Ag|(m +1,m)] — E[Ag|(m,m)]
T(a+m+ 1)I'(b+m)
T(a+m+1T'(b+m)+T(a+m)I(b+m+1)
T'(a+m)I'(b+m)

T(a +m)T'(b+m) +T(a+m)T(b+ m)

_ (a+m)I'(a +m)I'(b+m) 1
T ((a4+m)+ (b+m))T(a+m)T(b+m) 2
_ a+m 1

T a+b+2m 2

_ a—b

" 2(a+b+2m)

O

Note thata > b is guaranteed by the prior distribution. There-

fore, M I(m,m) decreases while: increases.

Based on the marginal income of the accuracy, we can further d

rive the profitP(m, 1) of a question in statugn,l). The profit is
defined as the maximum economic profit at stdtus!) given the
linear model in Subsection 4.1. We introduce two more prafitf
tions before formally defining(m, 1), namely the profiPs (m, [)

of stopping the question at stat(i®, ) and the profitPc (m, ) of
continuing the question at stat(s:, 7). Since a question has only
two choices (stopping and continuing) at any status, weetbez
formally define the profit at statusn, /) as:

DEFINITION 4.3.
P(m,l) = max{Ps(m,l), Pc(m,1)}

Intuitively, we should stop the question whéty(m,l) >=

Pc(m, 1) because we cannot benefit from this question any more

by waiting for more answers.
Now we consider the two profit functiod& (m, 1) andPc (m, 1).
Given the accuracy[A r], we know that the result is incorrect with

m > %(Lég; D _(a+b)

andl < m.
ProoF We defineP’(m,l) = P(m,l) — Ps(m,l). Based on
this definition, we can rewrite the Definition 4.3 by
P'(m,l) = max{0, MI(m,l)Lg + E[Pr(+1|/m,l)]P'(m+ 1,1)
+ E[Pr(-1m,))]P'(m,l+1) —Cq}

We have the observatio#® (m, 1) > P'(m,l—1) andP’(m,1) >
P'(m + 1,1) for all m > [. For a large enough numbet, we have
MI(m,m) < Cq/Lg sincelimy,— . MI(m,m) = 0. Based on
MI(m,m)Lq < Cgq, there exist some: such that?’ (m + 1, m) =
0. We can prove the following Lemma:

LEMMA 4.1. P'(m,m — 1) = 0if P’(m + 1,m) = 0 and

1 Lg(a—b
S(FE — (a+b)

m =

Based on Lemma 4.1, we therefore state fitn, m) = 0 when

1 a—
S(F%E2 — @) O

m =

PROOF OFLEMMA 4.1. We prove the lemma by contradiction.
If P'(m,m—1) > 0, we have the following inequalityi/ I (m, m —
1)Lg + E[P(+1lm,m — 1)]P'(m + 1,m — 1) + E[P(—1|m,m —
1)]P’(m,m) — Cg > 0 whereMI(m,m — 1) = 0. Meanwhile, we
have

P'm+1,m—1)<= P (m+1,m)

As aresultP’ (m+1,m—1) = 0. Obviously,E[P(—1|m,m—1)] <
1/2. Therefore, we have’(m,m) > 2Cq.

Note that

P'(m,m) = MI(m,m)Lg + P'(m+1,m) — Cq
According to the fact that’(m + 1, m) = 0, we have
P'(m,m) = MI(m,m)Lg — Cq

Therefore,
MI(m,m)Lg — Cg > 2Cq



Algorithm 2: Generate Linear Strategy Algorithm with Con-
straints
Input: Parameter, b of prior distribution, Error Losd.¢, question
costCq, Budget constraint
Output: StrategysS for each statugm, 1)

Lo(a—b
LM - [5(5FE= — @+ 0);
2 S.M + M,

3 for ¢ from M to Odo

4 S.(M, i) < stopping;

5 | S.Pg(M,i) < Vo — (1 — E[Ag|M,i])Lg — (M +14)Co;

6 S.P(M,i) - S.Ps(M,1i);

7 for < from M — 1to Odo

8 for 7 froms to 0do

9 if (i 47+ 1)Cq > 6then

10 8.Pg(i, j) + Vo — (1= E[ARli, j])Lq — (i+7)Caq:;

11 S.P(i,j) + S.Ps(i,5);

12 S.(i,7) < stopping;

13 else

14 8.Pg(i,j) + Vo — (1— E[ARli, j])Lq — (i+)Cq;

15 S.Pc(i, j) < E[Pr(+1]i,j)]S.P(i+1,5) +
E[Pr(—1|i,j)]S.P(i,j + 1) — Cq;

16 S8.P(i,j) < max{S.Ps(i, j),S-Pc(i,j)};

17 if S.Ps(i,j) >= S.Pc(i,7) then

18 | S.(4,5) « stopping;

19 else

20 | S.(4,4) + continuing;

21 return S

Moreover,MI(m,m) = (a — b)/(2(a + b+ 2m)). As a result, we

havem < %(L‘%g‘gb) — (a + b)) , which contradicts withn >
Lo(a—b
L(EZE — (a+ b)), O

We have designed the linear model based algorithm (Algorith
1) to generate the strategy deciding whether the questionlgh
stop at each statysn, ). The search space bouid is the upper-
bound ofm in all possiblecontinuingstatus(m, 7) in Theorem 4.5:

1,Lo(a—0)
3(T%0g @+ )]

We apply dynamic programming to iteratively compute thei-dec
sion of the generated strategyfrom the upper-bound back to 0.
For each statuém, ), we computePs(m,!) and Pc(m,!) based
on P(m+ 1,1) andP(m, +1). In strategysS, the decision is made
for each statugm, ) by comparingPs(m, 1) and Pc(m,1). As a
result, the question run that maximiz€$m, () is found by stop-
ping the question at the first stats*, i*) such thatPg (m*,1*) >
Po(m*,1*). Algorithm 1 can be applied to find the question run
that maximizeP (m, 1) for all input 0-1 sequences. Obviously, the
time complexity of Algorithm 1 isO(M?) where M is computed
in Equation 1. Note that Algorithm pre-computes all possitieci-
sions offline and it only take® (M) time to make decisions online
by queryingsS.(m, ) in O(1) time for each statuémn, ).

4.4 Model with Constraints

In this subsection, we discuss the decision-making problém
constraints on the accuracy and cost of the result of thetiqnes
Suppose the constraints are representedoby < Budget. We
solve this problem by simply adapting Algorithm 1. We mark th
status(m, !) as stopping whetim + I + 1)Cq > Budget. This
adapted algorithm is outlined in Algorithm 2. We can extelyba
rithm 2 to support other constraints such as accuracy etc.

M= @)

Algorithm 3: Accuracy-Cost Algorithm

Input: Parametet, b of prior distribution, question cost
Output: List of tuples of accuracy, cost and error loss
{{accu, cost, Lq)}

1 result < (;

2 Lg < 1000CQ;

3 while Ly > 0do

S < GenerateLinearStrategy(b, Lg, Cq);

accu < ComputeAccuracyy);

cost «+— ComputeCostf);

result < result U(accu[0][0], cost[0][0], Lg);

mazx < 0;

9 foreach Non-stop statugm, 1) in S.status do

10 ¢ < cost[m][l];

11 lg < cLg/(Pc(m,l) — Pg(m,1) +c);

12 if lg > max then max < g ;

13 Lg <+ maxz;

14 return result;

o~ oA

In Algorithm 2, the upper bound of search spddes computed
in line 1. Line 3-6 pre-computes the strategy for statusi). All
statusesM, ) are set to bstopping Line 7-20 the strategy of each
status(i, j) is computed. When statyg, j) does not satisfy the
constraints, itis set to l&oppingin line 10-12. OtherwiseRs (i, )
and P¢ (i, j) are computed respectively in line 14-15. The decision
of status(i, j) is decided by comparings (i, j) with Po(4, ) in
line 17-20. The computed strategdyis returned as the result of
Algorithm 2 (line 21).

5. NON-LINEAR DECISION-MAKING

In this section, we discuss a non-linear model based apptoac
predict the relationship between the accuracy and the dd$ieo
question without prior knowingd.. We have presented the deci-
sion making algorithm in Section 4 for a single question, rehibe
job value is a linear function of the accuracy. However, @bers
ing the case of making decisions on a batch of questions aiue v
function might be more complicated than a linear functioor. €x-
ample, we list three non-linear functions in Figure 2, repreing
the cases that we have constraints on the quality of the ddtave
use the information entropy to measure the informativepnésise
data. Therefore, the value functions are not linear. Mcggahe
non-linear model based method is also driven by situatiomerey
the customers are not able to estimate the error loss functip
of some problems. The method we have discussed in Section 4
cannot be simply applied to make decisions for the questidhe
above situations. Since the quality of data can be well edéch
by the accuracy when the number of questions is large enaugh,
propose Algorithm 3 to find the relationship between acouea
cost (shown in the bottom of Figure 2) in Subsection 5.1. Algo
rithm 3 calculates the difference between the value funciiad the
cost function as the profit function (as illustrated on thytihand
side of Figure 2). Thus, the maximum point of the profit fuonti
(star point in Figure 2) is the trade-off point to maximize firofit.
We extend our method to solve the problem of decision maldng f
multiple questions in Subsection 5.2.

5.1 Accuracy-Cost Relationship

To obtain the cost function of accuracy, we propose the non-
linear model based algorithm (Algorithm 3) by iterativefypdying
Algorithm 1. According to the Algorithm 1, we know that given
fixeda, b, Lo /Cq, we have a determined strategy to find the ques-
tion run that maximizes the profit.

The basic idea of this non-linear model based algorithm:is to
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Profit Function

Algorithm 4: Compute Accuracy

20 . 5 Input : StrategyS
30 linear 10 % ;
20 / 5 Output: Expected accuracgccu of the problem in every status
10 value 0 / \ (m, 1) using Strategys
0 / T " 5 r T r || 1 m.7 9 9
60 70 80 90 100 60 70 80 90 100 1 M A SM’
2 for i from M to 0 do
a0 15 3 for 5 fromi to 0 do
» one-stage | - \ 4 if (i,7)is §tqppedhen o
10 " value 0 ‘\ 5 L acculi][j] « E[ARl3, j];
0 T T - T T T 1
60 70 80 90 100 60 70 80 90 100 6 E|Se
7 acculi][j] <
0 15 ﬁ Pr(+1|i, j)acculi+1][j]+ Pr(—1]%,j)acculé|[j —1];
i | two-stage | o
10 — value o A 8 return accu
0 T T -5 T T T 1
60 70 80 90 100 60 70 80 90 100
a0 7 1 Algorithm 5: Compute Cost
30 — . . 10
20 information | 5 _ Input: StrategyS
" . entropy N . . . Output: Expected accuracgost of the problem in every statusn, 1)
60 70 80 9 100 60 70 80 9 100 using Strategys
1 M« S.M,
deduct the cost 2 for i from M to 0 do
30 i 3 for j fromito 0 do
dollar 2 '0 4 if (4, 7) is stoppedthen
o J 5 | costli][5] + (i +5)Cq;
o 4 e’ 6 else
60 70 80 90 100 *TradE-Oﬁ Point 7 L cost[i][j] + Pr(+1|i,j)cost[i + 1][j] +
accuracy

Cost Function

Figure 2: Examples of non-linear decision making

Step 1. initialize L to be a sufficiently large value (i.e000C)

and compute the accuracy and cost based gn

Step 2. iteratively adjust the value df, by reducingL¢ such that
the decision of only one stats:, /) changes frontontinu-

ing to stopping

Step 3. compute accuracy and cost and go back to Step 2.

This method is to enumerate the accuracy and cost pairs by gra
ually reducing the value of. We show the detailed method in
Algorithm 3. In Algorithm 3, we record the expected accuraog
cost for each statugn, ) using the strategy generated frarg.
Algorithm 3 iteratively reduceg., by selecting the maximuriy,
that can change exactly omentinuingstatus tostopping Iq is
computed in line 11. The correctness is guaranteed by thenfol

ing lemma:

LEmMMA 5.1. Given a continuing statugm, !), we reduceL
to becost[m][l|Lgo /(Pc(m, 1) — Ps(m,l) + cost[m][l]). If the stop-
ping/continuing status of all statys:’, I’) other than(m, [) are not

changing, we havecs (m, 1) = Ps(m,1).

PrROOF OFLEMMA 5.1. By the definition of the two profits, i.e.

Ps(m,1) and Pc(m,1):
Ps(m,l) =
Pc(m,l) =

—cost[ml][l]

We therefore have

VQ — LQ + E[AR|Tn7 l}LQ — (m —+ l)CQ
Vo — Lg + accu[m][l]Lg — (m +1)Cq

Ps(m,1) — Pc(m,l) = LgAaccu — cost[m][l]

whereAaccu = accu[m|[l] — E[Ag|m, []. We assume thab Aaccu

— cost[m][l] = 0. Thus,

costim][l]

cost[m][l]Lg

O

lo = =
Q Aaccu

Pc(m, 1) — Ps(m,1) + cost[m][l]

Pr(—1li, j)cost[i][j — 1] + Co;

8 return cost

The strategy is generated according to the newly updated
We employ dynamic programming method to compute the accu-
racy and cost in Algorithm 4 and 5. These two algorithms com-
pute the accuracy and cost respectively for each statys) from
(M, M) (stopping back to(0, 0).

We formally define the non-linear value function problem as:

PROBLEM DEFINITION 2. Given the functions of the value of
question qualityf¥ (accu) and costf© (accu) with respect to the
accuracy of the result, find the strategy to maximiZ&accu) =
fV(accu) — f€(accu) on each possible question run.

Algorithm 3 provides the accuracy-cost relationshifp(accu),
which makes it possible to find a trade-off point when user re-
quirementsfV (accu) is clear. Moreover, this can be used to give
customer the accuracy and cost predictions early and helpgér
to choose suitable requirements liRE (accu) or special point of
(accu, cost, Lq) .

The solution of those non-lineg" (accu) requirements can be
done as follows:

1. Computeresult = {{accu, cost, Lg)} by calling Algorithm 3.

2. Findmax,ecueresuit{fY (accu) — f€ (accu)} by computing the
difference between the non-linear value and cost for @ach
in theresult. Generate the strategy using the correspondigg
of accu as parameter of Algorithm 2.

Notice that in general case thé (accu) is not convex (e.g. the
profit function for stage value). As a result, we have to daleu
every point for computing” (accu).

This method can also be applied to solve the problem with con-
straints on the expectation of accuracy or cost. We only teed
modify the non-linear functiong" (accu) to present the constraints
(e.g.stage value function gives a strict constraint of saxy).



Algorithm 6: Question Dispatching Algorithm have conducted extensive experiments on two real-worldséts
on the AMT. Besides, various robustness tests and theake&e

Dispatcher:
mm‘;ize min-heapheap to be empty; sults are studied using synthetic datasets. We shovy t.hql)rour
foreach non-stop questio®; do posed method: (1) works better than any other existing ndetho
C; <+ cost[0][0]; in terms of both the accuracy and the cost; (2) is robust te han
Py« 0; _ dle questions with diversified difficulty distribution andexpected
B « Ci — P, data quality; (3) is scalable when the maximum number of work
if heap.size()<kthen L . . . .
. ers is increased; (4) works well on various kinds of crowdsing
| heap.push(Qi); )
L questions.
while not all questions are stopped and a new worker codtes
foreach question@; in heap do 6.1 Experiment Setup
Assign@; to the HIT; P; « P; + 1; . .
E, « C; — P;: We use the following two datasets for our performance stjdie
foreach non-stop questio®; in heap do name]y tweet sentiment analysiB3A dataset and common sense
| Maintain heap using E;; question CSQ dataset. Humgn; are good at comprehension and
— perform well on problems requiring background knowledgleege
Updater: two datasets focus on the two main advantages of crowdsaurci
while any questiorQ; gets into a stopping statu®;.m, Q;.1) do respectively.

| Mark Q; as a stopped question.

. ! TSAdataset: A real-world tweets dataset containing 400 com-
while any questior); gets a new answer to the stat{@;.m, Q;.l)

ments of 20 movies is crawled from Twitter. We generate a sen-

do PP —1; timent analysis question (positive, negative) for eachhefcom-
C; + cost[Qi.m][Q:.1]; ments as a candidate crowdsourcing task. We assign eacke of th
E; + C; — P;; 400 questions to up to 50 workers using the question dispagch
Maintain heap using £;; algorithm (Algorithm 6). We repeat the question dispatghat-

gorithm 10 times to get 10 different question runs for eacbsgu
tion. In total, we get 200,000 answers from the workers ag 8w

e : ; ; dataset.
5.2 pECISlon'Ma‘_kmg for I\_/Iultlple_ Questhns CSQdataset: We crawl 400 common sense problems from the
We discuss the question dispatching algorithm (Algorithm6  |nternet as the candidate crowdsourcing tasks. We alsgrasath

this sub§ection. This alg_or_ithm aims to build a guestionpaiisher of the 400 questions to up to 50 workers by repeatedly usiggAl
that assigns HITs containing a batch of questions to the everk rithm 6 10 times. In total, we also get 200,000 answers froen th

Batching questions in a HIT is an effective approach to redbe workers as th€SQdataset.
average cost of each question. However, our proposed #igori Figure 3 compares the distribution of the difficulty of theegu
only generates strategies for a single question. Questi@ysbe tions with B(11/6, 2) distribution. The average accuracy of results

included multiple times in different HITs and their decistoare 4 . is tested on more than 200 answers. This figure indicates that
made in real-time. The numbers of required workers arereiffe |6, 2) distribution can be well used to model the distribution of

among the questions. Therefore, we need to design an digotat the difficulty of the Tweet sentiment analysis questionsrédoer,
dynamicly batch non-stopped questions in a HIT. The questis- the results also show that about 6.8% of questions have aags/e
patching algorithm is designed in order to reduce the rasiredy 4, smaller than 0.5, which fits the prediction well. The preefitt
stopped questions in the HITs. value of the proportion is 6.25% based ofy#%, 2) distribution.

The key idea of our question dispatching algorithm is to man- The accuracy of these questions become even worse when more
age all the questions to be finished at almost the same time. Weyorkers answer them. As a result, the overall accuracy afites
store all the unfinished questions in a question pool andtaiain g g guestions can only achieve 93%-94% rather than versecl
the number of questions included in the HITs. Attributedhe t to 100%. We also observe that the questions in both datasets a
fact that the randomness of receiving order of the answeis, i pjt more difficult than the expectation based on the prigu[B, 2)
difficult to design a deterministic method to find the besigss distribution.
ment of questions. Instead, we maintain the expected nuotber To compare the performance of proposed algorithm with other
asking questions from current status such that these_ anmtngr existing algorithms, we implement four algorithms, i.e.cAcacy-
synchronously decreased. As a result, we put questionstiéth  cost (Algorithm 3), Crowdscreen [12], Majority Voting ancaNe

largest expected number of asking questions into a HIT. _ Majority Voting Algorithm. In the majority voting algoritim, when
We outline the function of dispatcher and updater in Algorit  the number of providers of a value is more than a half of theimax

6. For the question, the number of expected asking quesfipas mum number of workers, the online majority voting algoritbmt-

status(Q:.m, Q1) is retrieved fromcost[Q:.m][Q:.l] computed s this value and stops, whereas in the offline naive nigjooi-

by Algorithm 5. Meanwhile, there are some HITs on the woiker'  jnq algorithm, all the values from all workers are collecte out-
hand. We record the number of HITs that are posted but have notpyt the majority results.
yet received answers of each questi@n as P;. We useE; =

C; — P; as the estimation of expected asking questions. When a g 2 Problem-Crowdsourcing Fitness
HIT is posted or its answer is received, the expectationffetted . . . ; L
. ; . In this subsection we give the analysis on whether a job iscapp
questions are updated and the questions with the largest&xp iate f d . W h it Th |
numbers are maintained with a min heap priate for crowdsourcing or not. We ugg, as the unit. The results
' in Figure 4 show that the lower bound b}, to get benefit from
crowdsourcing job in various . The loss and codty — P(0,0)

6. EXPERIMENTAL STUDIES means the total cost of solving a question by crowdsourantg (

This section will discuss the experiment results of our meth tice thatP(0,0) containsVy, in it, this measure only contains the
ods. To evaluate the performance of our proposed methods, weerror loss expectation and questions cost and is irreldeavip).
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Figure 6: Expected accuracy given the number Figure 7: Empirical number of workers given
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of workers

For those jobs wheré&, is too high orV4, is not enough, crowd-
sourcing is not a cost-effective way. We compare the losscast
on two set of questions, namely the questions obeyifyg|® 2)
distribution and the questions having the ideal satae= 0.75.

6.3 Performance of Accuracy-Cost Algorithm

We test the performance of our Accuracy-Cost Algorithm by in
vestigating the accuracy-cost relationship on both degd&Aand

Accuracy (%)

89 90 91 92 2 4 6 8 10 12 14 16
# of Workers

18 20

Figure 8: Empirical accuracy given the number
of workers on TSA dataset

Experimental results on the CSQ dataset: Figure 9 shows the
empirical number of workers hired in the crowdsourcing eyst
We observe similar trends in Figure 9, i.e. the number of ewlof
Accuracy-Cost Algorithm is the smallest. The empiricalutesin
Figure 9 also fit the theoretical prediction of the resultEigure 5
well. Figure 10 shows the empirical accuracy of the crowdsiog
tasks on th&€SQdataset. The results in Figure 10 are similar to the
results in Figure 6.

The experimental results on these two datasets show that our

CSQ The results of the number of workers given required acgurac - method can be applied on various crowdsourcing questiods an
and the accuracy given the number of workers are showed here.yield good accuracy while requiring the least number of wosk

We compare the four algorithms, namely Accuracy-Cost, @row
Screen, Majority Voting and Naive Majority Voting. All fogo-
rithms make the trade-off according to their strategy.

Figure 5 and Figure 6 present the theoretical predictionhef

6.4 Robustness
We study the robustness of our algorithm by varying the dis-

number of workers given a required accuracy and the accuracy tribution of question difficulty. We vary variance and exjagion

given the number of workers respectively based on te|® 2)
distribution model.

Experimental results on theTSA dataset: Figure 7 shows the
empirical number of workers hired in the crowdsourcing egst
In Figure 7, the results show that our Accuracy-Cost Aldnonit

needs the smallest number of workers and Naive Majority Vot-

ing needs the largest number.
with Figure 5, the empirical results validate the theoadtiore-
dictions. Figure 8 shows the empirical accuracy of the crowd
sourcing tasks on th&SAdataset. The results in Figure 8 show
that our Accuracy-Cost Algorithm has the highest accurahifev
Naive Majority Voting has the lowest. The empirical resudtso

fit the theoretical predictions well by comparing Figure 8hnfig-
ure 6. Our Accuracy-Cost Algorithm outperforms other aiions
because our Accuracy-Cost Algorithm computes the maximesm a
curacy for each possible cost and the smallest cost for ezsdilpe
accuracy (in Algorithm 3).

of the difficulty distribution of questions such that thetdlsution
is different from our prior Bu|6, 2) distribution. The robustness
of obtaining satisfied results on unexpected hard ques(ammrsw
quality users) is another key requirement, since low datdityu
without expectation is usually unacceptable.

Figure 11 demonstrates the empirical accuracy of our Aogura

Meanwhile, comparing Figure 7 Cost Algorithm, CrowdScreen and Majority Voting working on-

expected low quality answers with an average 65% accuraaig N
that these four algorithms expect the difficulty of questioa be
75% based on the prior(R|6, 2) distribution. Figure 11 shows that
our algorithm still produces results with accuracy veryselto the
accuracy required by the customer while the other two algos
fail to obtain results with high accuracy. This phenomersoie to
the fact that our algorithm models the probability of a waorkeo-
viding an answer as a random variable. This property previbde
ability to detect the decrease of accuracy and guaranté&ecfoigl-
ity results by asking more questions automatically. We esntbat
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with the growth of the number of workers(i.e. the increasaauiu-
racy requirement), our method obtains more answers andipesd
more precise estimation, which results in stronger rasigta
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Figure 14: strategy Generating Time

are scalable when the number of workers is increased. The lin
ear strategy generating algorithm takes 1.29 millisecamadsnon-
linear algorithm takes 80.06 milliseconds when there arevdik-

Figure 12 and Figure 13 show the performance when we vary the ers. The results also show that the two CrowdScreen algasith

difficulty distribution of questions. In both experimentigarithm
with B(u|6,2) distribution and CrowdScreen algorithm are com-
pared to the algorithm using the exact prior distributioar(algo-
rithm outputs the best strategy when data exactly match riloe p
distribution). In our experiments, we use the accuracy ttheex-
act prior distribution algorithm using 10 workers can achias the
accuracy requirements. We report the number of needed vgorke
to achieve the accuracy requirements for both algorithmgurg

12 reports the results of varying the variance of the distiiim and
Figure 13 reports the results of varying the expectatiohetiistri-
bution. The results in these two figures indicate that ouruAacy-
Cost algorithm needs almost the same number (less than 286 inc
ment) of workers as the exact prior distribution algorithimen we
vary the difficulty distribution of the questions, while @rdscreen
algorithm needs more workers when the variance of the digtan

is increased.

Instead of using a fixed value, this random variable basel-pro
ability model is more robust.This implies that our algomititan
by applied to solve unexpected hard questions or workingada d
sources with unpredictable quality in real crowdsourcipgliza-
tions.

6.5 Scalability and Question Dispatching

In this subsection, we discuss the scalability of our atpani
when the number of workers and the number of questions isesea

We first report the results on the running time of our algonish
with respect to the number of workers in Figure 14. We compare
both our linear and non-linear algorithms with the Crowd®crs
linear and ladder algorithms. Note that the time reportetiésof-
fline strategy generating time. The results show that owratgns

need to take a lot more time to generate the strategy.

We report the performance of the question dispatching algor
in Table 3. In this experiment, the maximum number of questio
in a HIT is varied from 400 to 10. The measurements contain the
average percentage of valid questions in each HIT, averaghi
ing time, average cost per question and average cost petieffe
question. The valid question refers to the not yet stoppedtipns
in the HIT. We compare the average percentage of valid cquresti
of our question dispatching algorithm to that of randomlisigsing
questions. The results show that our question dispatchgagitam
assigns up to 10.9% and on average 4.53% more valid quegtions
each HIT than randomly assigning algorithm.

7. RELATED WORK

Crowdsourcing has been widely used to solve challengin-pro
lems by human intelligence in comprehensive areas. In crowd
sourcing systems, complex and difficult problems are pantd
to simple tasks. These tasks are assigned to several woiKees
crowdsourcing system collects and integrates the answarsthe
workers as the results of the crowdsourcing jobs. Kitted.ef&
studied the user behaviour in micro-task markets to showiger
performs different behaviours.

Recently, crowdsourcing has been adopted and applied in sev
eral research areas such as database researches, maahimgle
and information retrieval. CrowdDB [3, 4], Qurk [10, 11] and
TurkDB [13] designed three databases that are incorponaitd
crowdsourcing systems. These three databases allow gjtefe
partially answered through the AMT system. Selke et al. E6]
panded database schemas with additional attributes throueyry-
ing the crowdsourcing systems. CrowdER [17] applied crowd-



Table 3: Performance of Question dispatching algorithm (2 \$D per hour per worker on average)

# of questions in a HIT 400 200 100 50 20 10
Effective questions rate using question dispatcher| 48.20% | 88.40% | 94.60% | 98.40% | 99.50% | 99.80%
Effective questions rate by randomly assigning questioA8.20% | 77.50% | 87.30% | 93.60% | 96.70% | 98.40%
Average HIT finish time (s) 2850 1472 765 393 189 113
Average cost per question (0.01 USD) 0.396 | 0.409 | 0.425 | 0.437 | 0.526 | 0.627
Average cost per effective question (0.01 USD) 0.822 | 0.463 | 0.449 | 0.444 | 0.529 | 0.628

sourcing to find the matching entities. In [9], we proposedialq
ity sensitive answering model for our system CDAS to manage t
crowdsourcing tasks. In [15], Raykar et al. discussed thénoae
of applying crowdsourcing in supervised learning withdes@lute

golden standard. In [5], Guo et al. proposed a method to fiad th

maximum element in a crowdsourcing database. Alonso eRal. |
developed a crowdsourcing based relevance evaluatioroohéh
information retrieval while Kazai et al. [7] proposed a cos@urc-
ing based book search evaluation method. Ipeirotis et 3ld¢6
signed an approach to rank the workers by quality. Welintlaf.e
[18] proposed a crowdsourcing based online algorithm to tired
ground truth. Crowdsourcing techniques has also beenezbph
other database based applications, such as graph seafch [14

CrowdScreen [12] was designed to improve the accuracy and re

duce the cost of binary choice problems in crowdsourcintesys
by using a probabilistic method. Our work is different inttf{ie) we
consider the three factors that affect the profit of the cismutcing
job, namely the value of the questions, the risk of obtair@ngn-
correct answer and the cost of assigning questions to wajrker
consider both linear and non-linear model of the accurasy-re-
lationship; (2) we model the accuracy of an answer to a quesis
a random variable instead of a fixed value; (3) we have opéchiz
the algorithms to build more scalable and robust algorithms

8. CONCLUSION

Crowdsourcing has attracted a great deal of interest inrgplv
challenging problems by integrating human intelligencenaigo-
rithms. However, the system cannot be applied with unrigidata
quality. Moreover, it is even harder to decide whether a j@rols
suitable to be solved by crowdsourcing. In this paper, weqse
an online cost sensitive decision making method with noethd
quality estimation. To show the effectiveness and effigiesfeour
method, we conduct extensive experiments over two reabdtta
on the Amazon Mechanical Turk. The experimental resultsvsho
that our proposed method achieves a better accuracy-cdst-pe
mance than all the existing methods. Moreover, our methbdtis
scalable and robust such that it outputs reliable answethsdivier-
sified crowdsourcing data quality.
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